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A B S T R A C T   

We recently found a positive relationship between estimates of metacognitive efficiency and 
metacognitive bias. However, this relationship was only examined on a within-subject level and 
required binarizing the confidence scale, a technique that introduces methodological difficulties. 
Here we examined the robustness of the positive relationship between estimates of metacognitive 
efficiency and metacognitive bias by conducting two different types of analyses. First, we 
developed a new within-subject analysis technique where the original n-point confidence scale is 
transformed into two different (n-1)-point scales in a way that mimics a naturalistic change in 
confidence. Second, we examined the across-subject correlation between metacognitive efficiency 
and metacognitive bias. Importantly, for both types of analyses, we not only established the di
rection of the effect but also computed effect sizes. We applied both techniques to the data from 
three tasks from the Confidence Database (N > 400 in each). We found that both approaches 
revealed a small to medium positive relationship between metacognitive efficiency and meta
cognitive bias. These results demonstrate that the positive relationship between metacognitive 
efficiency and metacognitive bias is robust across several analysis techniques and datasets, and 
have important implications for future research.   

1. Introduction 

Metacognition refers to the ability to evaluate the accuracy of one’s decisions. Accurate metacognition is important in many do
mains such as successful learning (Aguilar-Lleyda et al., 2020; Hainguerlot et al., 2018; Schunk & Ertmer, 2000) and the ability to 
engage in sequential decisions (van den Berg et al., 2016). However, despite its importance, metacognition is often found to be 
inefficient (Fleming et al., 2010; Maniscalco & Lau, 2012; Metcalfe & Shimamura, 1994; Shekhar & Rahnev, 2021a). Yet, the prop
erties of metacognitive efficiency – the degree to which confidence judgments predict accuracy independently from task performance – 
are not yet well understood. 

We recently revealed a previously unknown property of metacognitive efficiency (computed as the ratio meta-d’/d’; Maniscalco & 
Lau, 2012), namely that metacognitive efficiency increases for higher levels of confidence (Shekhar & Rahnev, 2021b). To investigate 
this relationship, our previous work developed an analysis technique where the original confidence scale was transformed into 
multiple 2-point confidence scales by moving a single cutoff. For example, a 4-point confidence scale would be transformed into 2- 
point confidence scales in three different ways such that the low confidence on the resulting 2-point scales consist of the original 
ratings 1, 1–2, or 1–3, respectively. This technique revealed that lower cutoffs (which result in higher average confidence) led to higher 
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estimates of metacognition efficiency. 
However, our previous analysis technique has at least three limitations. First, it introduces methodological difficulties related to 

either empty cells or cells with small numbers of trials that lead to systematic misestimation of metacognitive efficiency. Critically, the 
resulting misestimation can produce the same qualitative results (higher estimated metacognitive efficiency for higher levels of 
confidence) even in the absence of a true effect and addressing this issue can require excluding substantial amount of data (Shekhar & 
Rahnev, 2021b). Moreover, these issues do not typically arise in empirical data since few studies collect confidence on 2-point scales, 
and the ones that do typically ensure that subjects use the ratings in a balanced way that generates no empty cells or cells with very 
small number of trials. Second, our previous technique does not allow for the computation of effect sizes related to the expected in
crease in metacognitive efficiency with manipulations of metacognitive bias (i.e., confidence level) in real experiments. For example, if 
a subject is to increase his or her confidence from one condition to the next in a real experiment, we may want to know how large and 
robust the corresponding increase in estimated metacognitive efficiency would be. However, our previous technique can only address 
this question for experiments with 2-point scales. Finally, our previous technique only addresses within-subject effects, leaving open 
the question of whether the positive relationship between metacognitive efficiency and metacognitive bias also holds across subjects. 

Here we address these limitations in two different ways. First, we develop a new within-subject analysis technique of simulating a 
change in metacognitive bias, which addresses the first two limitations above. The technique reduces an n-point confidence scale to 
two different (n-1)-point confidence scales (Fig. 1a): either all ratings from 2 to n are reduced by one (resulting in relatively lower 
confidence), or only the rating n is reduced by one (resulting in relatively higher confidence). We illustrate this technique in Fig. 1b. By 
avoiding the creation of 2-point confidence scales, this technique substantially ameliorates the influence of empty cells or cells with 
small number of trials. The new technique mimics a situation where an experiment with (n-1)-point scale has two conditions – one with 
lower and one with higher confidence – for the same subject. Therefore, comparing the two different recodings of the original scale 
allows us to computed effect sizes related to the expected increase in metacognitive efficiency with manipulations of metacognitive 
bias. As such, our new technique addresses the first two limitations of the recoding technique we used previously (Shekhar & Rahnev, 
2021b). 

Second, to address the third limitation above, we analyze across-subject correlations between metacognitive efficiency and met
acognitive bias. These correlations can be used to understand the extent to which the within-subject association between meta
cognitive efficiency and bias affect analyses conducted across subjects. As with the technique above, the across-subject correlations 
also naturally allow for the estimation of effect sizes. 

We apply both techniques to data from three tasks (each N > 400) from two different papers (Haddara & Rahnev, 2021; Rouault, 
Seow, Gillan, & Fleming, 2018) made available as part of the Confidence Database (Rahnev et al., 2020). To anticipate, both analysis 

Fig. 1. Within-subject recoding technique. (a) An illustration of the recoding technique for a 4-point confidence scale that is recoded in two 
different ways into 3-point scales. The original confidence ratings are transformed by either recoding down confidence ratings from 2 to n or just 
rating n. On the left, we depict the process of simulating a low-confidence condition by reducing ratings 2 to 4 by 1. On the right, we depict the 
process of simulating a high-confidence condition by reducing only rating 4 by 1. (b) Example distribution of each confidence ratings after recoding. 
The panel shows the effects of the recoding technique when applied to the data from an example subject from Task 1. The original confidence rating 
distributions of this subject are shown in the figure above in gray (confidence ratings 1 to 4 were selected 3.9%, 26.3%, 53.1% and 16.7% of the 
time). In blue is the distribution of simulated low-confidence condition (confidence ratings 1 to 3 are now selected 30.2%, 53.1% and 16.7% of the 
time) and in red is the distribution of simulated higher confidence ratings (confidence ratings 1 to 3 are now selected 3.9%, 26.3% and 69.8% of 
the time). 
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techniques confirmed the positive relationship between metacognitive efficiency and metacognitive bias. The results were generally 
robust across all three tasks, and revealed effect sizes that ranged from small to medium. These findings extend our previous results in 
confirming the positive association between metacognitive bias and metacognitive efficiency, and clarify the robustness and strength 
of the relationship. 

2. Methods 

2.1. Dataset selection 

To test the robustness of the relationship between metacognitive efficiency and metacognitive bias, we selected the data from the 
same three tasks that we analyzed in a recent publication (Rahnev, 2021). All three tasks were made available in the Confidence 
Database (Rahnev et al., 2020). Tasks 1 and 2 are from a dataset named “Haddara_2020” (Haddara & Rahnev, 2021), which includes 
443 subjects. Task 3 is from a dataset named “Rouault_2018_Expt1” (Rouault et al., 2018), which includes 498 subjects. 

2.2. Experimental designs 

Details about Tasks 1 and 2 can be found in the original paper (Haddara & Rahnev, 2021). Briefly, subjects indicated whether the 
letters X or O (Task 1) or the colors red or blue (Task 2) were presented more frequently in a 7 × 7 grid. In Task 1, the letter that 
occurred more frequently was presented in 30 of the 49 locations. In Task 2, the color that occurred more frequently was presented in 
27 of the 49 locations. Both tasks began with a fixation period (500 ms) and were followed by stimulus presentation (500 ms), untimed 
perceptual judgment, and untimed confidence rating provided on a 4-point scale (Fig. 2). The two tasks were adapted from (Rahnev 
et al., 2015). In Task 1, about half of the subjects received feedback immediately after each trial, and the other half did not receive any 
feedback. For the group with feedback, the word ‘Correct’ or ‘Wrong’ was presented on the feedback screen for 500 ms after each trial. 
For the group with no feedback, subjects saw a fixation cross for 500 ms. Here all subjects were pooled together regardless of whether 
they were provided with feedback or not. In Task 2, no subject received feedback. Task 1 had 330 trials per subject, whereas Task 2 had 
150 trials per subject. 

Details about Task 3 are available in the original paper (Rouault et al., 2018). Subjects identified which of two simultaneously 
presented black boxes had a higher number of white dots. One box was always half-filled (313 dots out of 625 positions), and the other 
box contained an increment of +1 to +70 dots compared to the first one (Fig. 2). All trials began with a fixation period for 1,000 ms, 
followed by 300-ms stimulus presentation, untimed perceptual judgment period, and untimed confidence rating provided on an 11- 
point scale. The confidence scale was organized such that the ratings lower than 6 indicated that the perceptual decision was made 
in error. More specifically, the different confidence ratings were labeled 1 = certainly wrong, 3 = probably wrong, 5 = maybe wrong, 7 
= maybe correct, 9 = probably correct, 11 = certainly correct. No feedback was given, and each subject completed 210 trials. 

All data were collected online using Amazon Mechanical Turk. The experiments were performed using jsPsych (version 5.0.3 for 

Fig. 2. Experimental designs for the three tasks. Subjects indicated whether the letters X or O occurred more frequently (Task 1), whether the colors 
red or blue occurred more frequently (Task 2), or whether the left or right box contained more white dots (Task 3). In all cases, each trial began with 
a fixation cross presented for either 500 ms (Tasks 1 and 2) or 1000 ms (Task 3). The stimulus was then presented for a short period (500 ms in Tasks 
1 and 2; 300 ms in Task 3) and was followed by untimed response and confidence periods. Confidence was reported on a 4-point scale in Tasks 1 and 
2, and on a 11-point scale in Task 3. Tasks 1–2 were originally reported in Haddara & Rahnev (2020); Task 3 was originally reported in Rouault 
et al. (2018). 
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Tasks 1 and 2, version 4.3 for Task 3). 

2.3. Data preprocessing 

We previously analyzed the same three tasks to investigate how bias depends on the individual variability in sensory recoding 
(Rahnev, 2020). Here we used the same criteria for preprocessing the data as in this previous paper. Specifically, for all tasks, we first 
removed all trials with reaction times lower than 200 ms or higher than 2 s. We then excluded subjects who had resulting accuracy 
lower than 55% correct or higher than 95% right. We further excluded subjects who only used less than three distinct confidence 
ratings. This was necessary because having only two distinct confidence ratings makes it impossible to apply our within-subject 
recoding technique that simulates a change in confidence. 

Using these exclusion criteria, we removed 69 subjects in Task 1 (15.3%), 79 subjects in Task 2 (17.8%), and 5 subjects in Task 3 
(1%). Note that the much larger rate of exclusion for Tasks 1 and 2 is due to the fact that the dataset Haddara_2020 included all subjects 
regardless of data quality, while the low exclusion rate for Task 3 is because the dataset Rouault_2018_Expt1 only included subjects 
that passed exclusion criteria that partially overlapped with the exclusion criteria here. Specifically, the original exclusion criteria used 
by the dataset Rouault_2018_Expt1 were: (1) removing subjects with lower than 55% correct task performance, (2) removing subjects 
who always selected the same confidence rating, and (3) removing trials with reaction times higher than 10 s or>3 standard deviations 
from the per-subject mean reaction time (Rouault et al., 2018). 

The ratings 1–6 in the original 11-point scale in Task 3 were specifically designated for error detection and were therefore rarely 
used. Therefore, we transformed the original 11-point scale into a 6-point scale such that the ratings between 1 and 6 were coded as 
“1′′, while the ratings of 7 to 11 were coded as “2” to “6” by subtracting 5 from each. In addition, in control analyses, we excluded trials 
with confidence between 1 and 6 altogether. For these control analyses, we transformed the confidence ratings of 7 to 11 to a scale of 1 
to 5 by subtracting 6 from each. The control analyses produced similar results to our main analyses (see Supplementary Results). 

Since the reaction times and confidence may be closely intertwined (Kiani et al., 2014), we also performed control analyses with no 
filtering based on reaction times in order to ensure that the observed relationships were not specific to the set of exclusion criteria we 
used (see Supplementary Results). 

2.4. Analyses 

To overcome the limitations of our previous binarization technique (Shekhar & Rahnev, 2021b), we developed a new within- 
subject analysis technique of simulating a change in metacognitive bias. The technique recodes an n-point confidence scale to a (n- 
1)-point confidence scale in two different ways (Fig. 1). The first recoding decreases all ratings from 2 to n by one; the second recoding 
decreases only the rating n by one. For example, a 4-point confidence scale would be recoded such that the original ratings 1, 2, 3, and 
4 become 1, 1, 2, and 3 (first recoding) or 1, 2, 3, and 3 (second recoding). The first recoding thus leads to lower average confidence 
than the second recoding. By comparing the metacognitive efficiency for the two types of recoding, we can then determine how the 
estimated metacognitive efficiency depends on metacognitive bias and estimate the effect size for this comparison. 

In addition to the within-subject analyses, we also performed across-subject correlations between metacognitive efficiency and 
metacognitive bias. For these analyses, we computed metacognitive efficiency for each subject using the original data (without any 
recoding). We also computed the metacognitive bias of each subject as their average confidence. Finally, we performed across-subject 
Pearson correlations for these two measures. 

Metacognitive efficiency was estimated by computing the measure meta-d’/d’, also known as Mratio, developed by Maniscalco & 
Lau (2012). In control analyses, we further tested metacognitive sensitivity, meta-d’. For both measures, we tested whether a dif
ference in estimated metacognitive ability exists between the two types of confidence recoding using paired-sample t-tests. 

We confirm that we have reported all measures, conditions, and data exclusion used by each dataset. The sample size of each 
dataset was determined by the original authors (Haddara & Rahnev, 2021; Rouault et al., 2018). 

2.5. Data and code availability 

All data and codes for the analyses have been made freely available at https://osf.io/k8ghz/. 

3. Results 

We recently demonstrated the existence of a positive association between estimates of metacognitive efficiency and metacognitive 
bias using a within-subject analysis technique that relies on binarizing the original confidence scale (Shekhar & Rahnev, 2021b). Here 
we tested the robustness of the positive relationship between metacognitive efficiency and bias using two different techniques. First, 
we developed a different analysis technique to address the limitations of our original technique (Fig. 1). Second, we examined the 
across-subject correlation between metacognitive efficiency and metacognitive bias. We applied both techniques to data from three 
tasks (Fig. 2) reported in recent papers (Haddara & Rahnev, 2021; Rouault et al., 2018). 

3.1. Within-subject analyses using new recoding technique 

We developed a new within-subject recoding technique to simulate changes in confidence in a more naturalistic fashion. We first 
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confirmed that that the new technique successfully simulated a change in confidence (Fig. 3a). Analyzing the data from Task 1, we 
found that the recoding that simulates higher confidence (achieved by reducing only confidence rating n by one) indeed led to higher 
average confidence (mean confidence = 2.55) compared to the recoding that simulates lower confidence (achieved by reducing all 
confidence ratings from 2 to n by one; mean confidence = 2.05), with the difference being highly significant (t(393) = 41.3, p = 3.8 ×
10-145, Cohen’s d = 1.1). The same effects were also observed for Task 2 (mean confidence for simulated higher confidence: 2.42, mean 
confidence for simulated lower confidence: 1.95, t(388) = 34.9, p = 5.3 × 10-122, Cohen’s d = 1.0) and Task 3 (mean confidence for 
simulated higher confidence: 2.86, mean confidence for simulated lower confidence: 2.17, t(494) = 78.5, p = 3.8 × 10-281, Cohen’s d 
= 1.0). These results show that our recoding technique is effective in manipulating metacognitive bias by robustly increasing or 
decreasing confidence. 

Having established the ability of our recoding technique to simulate a change in confidence, we then computed metacognitive 
efficiency in each of the two recoding conditions (Fig. 3b). We found that simulating higher confidence resulted in significantly higher 
estimated metacognitive efficiency than simulating lower confidence, and that this effect was significant in all three tasks (Task 1: t 
(386) = 6.0, p = 4.0 × 10-9, Cohen’s d = 0.31; Task 2: t(352) = 5.6, p = 5.4 × 10-8, Cohen’s d = 0.30; Task 3: t(486) = 3.2, p = 0.002, 
Cohen’s d = 0.14). These results confirm the positive relationship between metacognitive efficiency and metacognitive bias. The effect 
sizes obtained (from 0.14 to 0.30) are considered to be small to medium, thus showing that the effect is of relatively modest magnitude. 

Mratio values tend to be noisier due to the division of meta-d’ by d’, which can lead to extreme Mratio values for small values of d’. 
Because our recoding technique does not affect the decisions, both recoding conditions have the same d’, and therefore a more robust 
analysis would involve comparing meta-d’ rather than Mratio. We thus repeated the above analyses using meta-d’. As with Mratio, we 
found significantly higher meta-d’ in the recoding condition that simulates higher confidence (Task 1: t(386) = 8.2, p = 3.5 × 10-15, 
Cohen’s d = 0.42; Task 2: t(352) = 6.4, p = 6.1 × 10-10, Cohen’s d = 0.34; Task 3: t(486) = 4.8, p = 2.1 × 10-6, Cohen’s d = 0.22). As 
expected, the meta-d’ were less noisy than the Mratio values, which resulted in larger effect sizes (0.22 to 0.42) though they remained 
in the small to medium range. 

3.2. Across-subject correlations between Mratio and confidence 

Our analysis technique above extended our previous findings that a within-subject increase in confidence results in a corresponding 
increase in Mratio (Shekhar & Rahnev, 2021b) by showing that these results are robust to a more naturalistic confidence increase and 
by estimating the associated effect size. Here we further extended our previous results by testing the robustness of the relationship 
between metacognitive bias and metacognitive efficiency across subjects. 

To do so, we examined the across-subject correlation of metacognitive efficiency and metacognitive bias. We found a significantly 
positive correlation between metacognitive efficiency and average confidence for both Task 1 (r = 0.13, p = 0.008) and Task 2 (r =
0.16, p = 0.002) but not for Task 3 (r = 0.02, p = 0.7; Fig. 4). These data do not reveal why the results for Tasks 1 and 2 differ from the 
results for Task 3 but one possible explanation is that only Task 3 features substantial variability in the difficulty of individual trials. 
Such variability in difficulty leads to inflated estimates of metacognitive ability across all measures of metacognition including Mratio 
(Rahnev & Fleming, 2019). This effect could have resulted in not just larger but also more variable Mratio values, thus reducing the 
power for finding a positive association with metacognitive bias. 

To interpret the effect sizes obtained for Tasks 1 and 2 (r of 0.13 to 0.17), it is helpful to compare them to the effect sizes for other 
across-subject correlations that involve a more intuitive relationship (Funder & Ozer, 2019). For example, the correlation between 
confidence and Mratio in our data is of the same approximate magnitude as the correlation between perceptual sensitivity (d’) and 

Fig. 3. Results obtained with our new within-subject recoding technique. (a) Average confidence for the two recoding conditions. The recoding 
simulating higher confidence (obtained by recoding down only the highest rating, n, in an n-point scale) led to higher confidence than the recoding 
simulating lower confidence (obtained by recoding down the ratings 2 to n). This relationship was significant for all three tasks, confirming that our 
technique of simulating higher or lower confidence indeed leads to a difference in overall confidence. (b) Estimated metacognitive efficiency for the 
two recoding conditions. The recoding simulating higher confidence led to higher estimated Mratio than the recoding simulating lower confidence. 
This relationship was significant for all three tasks, confirming the positive relationship between metacognitive efficiency and confidence. 
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confidence (Task 1: r = 0.15, p = 0.002; Task 2: r = -0.06, p = 0.25; Task 3: r = 0.2, p = 7.1 × 10-5; Supplementary Fig. 1). In other 
words, across subjects, the strength of the association between higher confidence and higher Mratio is about as high as the strength of 
the association between higher sensitivity and higher confidence. 

4. Discussion 

We examined the robustness of the strength and robustness of the positive relationship between metacognitive efficiency and 
metacognitive bias (Shekhar & Rahnev, 2021b). First, we developed a new technique to simulate a naturalistic, within-subject increase 
or decrease in confidence in existing data. Second, we examined the across-subject correlations between metacognitive efficiency and 
metacognitive bias. Both approaches confirmed the existence of a positive relationship of metacognitive efficiency and metacognitive 
bias in three large datasets with the size of the effect being small to medium. These results show that the positive relationship is robust 
across several analysis techniques and datasets. 

A central goal of the current paper was to estimate the strength of the association between metacognitive efficiency and meta
cognitive bias. While the across-subject correlation of ~ 0.15 is typically considered small, there have been recent attempts for a more 
nuanced understanding of association strength (Funder & Ozer, 2019). Based on both simulations and comparisons to intuitively 
understood effects (e.g., effect of nonsteroidal anti-inflammatory drugs, such as ibuprofen, on pain is r = 0.14), Funder and Ozer 
proposed the following classification: “an effect-size r of 0.10 indicates an effect that is still small at the level of single events but 
potentially […] consequential, an effect-size r of 0.20 indicates a medium effect that is of some explanatory and practical use even in 
the short run.” In addition, we found that, across subjects, the strength of the relationship between metacognitive efficiency and 
metacognitive bias is comparable to the strength of the relationship between confidence and perceptual sensitivity (d’). Therefore, we 
can conclude that while the relationship between metacognitive efficiency and metacognitive bias is small to medium, its size is likely 
to have practical implications and is comparable to other relationships that are of practical importance (e.g., we tend to rely more on 
confident eye-witnesses because we believe that they are likely more accurate). 

What explains the relationship between metacognitive efficiency and metacognitive bias? We previously proposed that this 
relationship could be explained by postulating the existence of metacognitive noise (Bang et al., 2019; Maniscalco & Lau, 2016; 
Shekhar & Rahnev, 2021b; van den Berg et al., 2017) sampled from a lognormal distribution, which leads to a model that we named 
the “lognormal meta noise model” (Shekhar & Rahnev, 2021b). A lognormal distribution has the property that its variance increases 
with its mean, which can be thought of as signal-dependent multiplicative noise (Dosher & Lu, 1999; Lu et al., 2002; Lu & Dosher, 
2008). Therefore, lognormal metacognitive noise implies that the confidence criteria far from the decision criterion are noisier than the 
confidence criteria located near the decision criterion. Practically, this effect implies that using the inside confidence criteria (which is 
equivalent to having high confidence) would lead to less noisy confidence ratings and therefore higher estimated metacognitive ef
ficiency. However, while the lognormal meta noise model can certainly account of the positive relationship between metacognitive 
efficiency and metacognitive bias, it is possible that other models (Barrett et al., 2013; Rausch et al., 2020; Rausch & Zehetleitner, 
2017) can account for this relationship too. Our results here are thus limited to establishing the robustness of the empirical relationship 
between metacognitive efficiency and metacognitive bias, but cannot pinpoint the source of this relationship. 

What are the implications of our findings for Mratio as a measure of metacognitive ability? It is now well appreciated the meta
cognitive performance naturally depends on first-order performance (Fleming & Lau, 2014) and Mratio has been found to successfully 

Fig. 4. Across-subject correlation between metacognitive efficiency and confidence. There was a significantly positive across-subject correlation 
between metacognitive efficiency and confidence for Tasks 1 and 2, but not for Task 3. Each dot on the scatter plot represents a single subject. 
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measure metacognitive ability independent of first-order performance in both simulations (Barrett et al., 2013) and empirical data 
(Shekhar & Rahnev, 2021b). If our lognormal meta noise model is correct, then there is also a natural relationship between meta
cognitive performance and metacognitive bias. The findings here thus simply reflect this relationship and do not imply that Mratio is a 
“bad” measure any more than any measure that does not correct for first-order performance is a “bad” measure. Yet, it is clearly 
desirable to have a measure that controls for both the effects of first-order performance and metacognitive bias, and our results show 
that Mratio does not accomplish this task. Future work should thus attempt to either implement a modified version of Mratio that can 
control for the effect of metacognitive bias or create a new measure that does. 

An important implication of our findings is that any manipulation that changes one’s overall confidence level should be expected to 
produce a spurious change in estimated metacognitive efficiency. In other words, if the same person is to increase their confidence due 
to any feature of the instructions or the task, then there may be a spurious increase in that person’s estimated metacognitive ability. For 
example, a recent paper gave feedback that essentially penalized the use of low confidence ratings, and observed an increase in both 
overall confidence and metacognitive efficiency (Carpenter et al., 2019). Given our current findings, it is possible that at least a portion 
of the metacognitive increase in that study was due to the increase in confidence, and indeed a follow-up paper that replicated 
Carpenter et al.’s design but used feedback that did not penalize low confidence did not find a change in metacognitive efficiency (De 
Gardelle et al., 2020). A number of other studies have examined how metacognition changes over the course of training (Bang, 
Shekhar, & Rahnev, 2019; Schwiedrzik, Singer, & Melloni, 2011; Zizlsperger, Kümmel, Haarmeier, & Cropper, 2016; Guggenmos et al., 
2016), or how it correlates with factors such as brain volume (Allen et al., 2017; Fleming, Weil, Nagy, Dolan, & Rees, 2010; McCurdy 
et al., 2013; Rahnev, Koizumi, McCurdy, D’Esposito, & Lau, 2015) or age (Palmer et al., 2014), but typically did not try to control for 
potential effects of overall confidence (that is, metacognitive bias). To avoid confounding metacognitive bias and metacognitive ef
ficiency, future studies should minimize or control for changes in one variable when examining the other. 
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