Abstract
Sequential data with serial correlation and an unknown, unstructured, and dynamic background is ubiquitous in neuroscience, psychology, and econometrics. Inferring serial correlation for such data is a fundamental challenge in statistics. We propose a total variation constrained least square estimator coupled with hypothesis tests to infer the serial correlation in the presence of unknown and unstructured dynamic background. The total variation constraint on the dynamic background encourages a piece-wise constant structure, which can approximate a wide range of dynamic backgrounds. The tuning parameter is selected via the Ljung-Box test to control the bias-variance trade-off. We establish a non-asymptotic upper bound for the estimation error through variational inequalities. We also derive a lower error bound via Fano’s method and show the proposed method is near-optimal. Numerical simulation and a real study in psychology demonstrate the excellent performance of our proposed method compared with the state-of-the-art.
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1 Introduction
Serial correlation and serial dependence have been central to time series analysis [Hong, 2010]. Modern time-series data from neuroscience, psychology, and economics usually contain both a substantial serial dependence and a non-stationary drift [Akrami et al., 2018, Wexler et al., 2015, Moskowitz et al., 2012, Fischer and Whitney, 2014, Cicchini et al., 2018, McIlhagga, 2008, Rahnev et al., 2015]. A well-known example comes from human reaction times, which are thought to be autocorrelated but also drift throughout an experiment [Laming, 1968]. The drift can be due to many factors such as becoming better on the task, increased tiredness, and attention or arousal fluctuations. None of these influences take a specific parametric form. While some (e.g., learning or fatigue) are likely to be monotonic, others (e.g., fluctuations in attention) can be expected to waver unpredictably. This non-stationary background drift is thus typically considered a nuisance variable.
It is typically of strong scientific interest to infer the presence and/or assess serial correlation's strength with an unknown and unstructured dynamic background. The magnitude of autocorrelation has direct implications for many scientific theories. For example, Fischer and Whitney [2014] proposed that the human brain creates a “perceptual continuity field” where the subjective percept at one point of time directly influences the percept within a subsequent 15-second window. Such effects are known as “serial dependence” and are an active area of research within psychology and neuroscience. Progress in this and related endeavors depends on one’s ability to estimate the magnitude of autocorrelation in certain time series, even in the presence of substantial unstructured drift.

The most popular tool to handle the serial correlation is the autoregressive time series. However, the presence of even a small drift can induce strong biases in the autoregressive coefficients. For example, unmodeled background drift can masquerade as autocorrelation, as illustrated in the first panel in Figure 1. This issue has been pointed out before by Dutilh et al. [2012], but no solution exists to date. Techniques have been developed for tracking the unknown dynamic background with minimum structural assumptions [Hodrick and Prescott, 1997, Kim et al., 2009, Harchaoui and Lévy-Leduc, 2010] but these approaches do not estimate the serial correlation. Thus, we currently lack an efficient method to capture the autocorrelation strength in a time series in the presence of highly unstructured dynamic drifts.

![Figure 1: An example showing that proper modeling of dynamic background is important in capturing serial correlation.](image)

Motivated by this, we consider the following problem. Assume a sequence of observations \( x_1, \ldots, x_T \) over time horizon \( T \), which are generated from the underlying non-stationary AR\((p)\) time series model:

\[
x_i = f_i + \sum_{j=1}^{p} \alpha_j x_{i-j} + \varepsilon_i, \quad i = 1, \ldots, T,
\]  

(1)
where $\varepsilon_1, \ldots, \varepsilon_T$ are i.i.d. sub-Gaussian random noise with zero mean and variance $\sigma^2_0$, $\alpha_1, \ldots, \alpha_p$ are autoregressive coefficients, $f_1, \ldots, f_T$ are deterministic dynamic background and $x_{-p+1}, \ldots, x_0$ are the known history. The goal is to infer the presence and/or estimate the unknown autoregressive coefficients and dynamic background simultaneously from data. To ensure our model is general, we do not impose parametric or distributional assumptions on the dynamic background $f_i$'s.

In this paper, we present a new convex optimization based method to estimate the autoregressive coefficients for sequential data in the presence of unknown dynamic background, coupled with the Ljung-Box test for model diagnosis. We cast the problem as minimizing the least square error with a total-variation constraint on the dynamic background, which encourages a piecewise constant structure and can approximate a wide range of unstructured drifts with good precision. We establish performance guarantees for the $\ell_2$ recovery error of the coefficients. To efficiently tune hyperparameters to control the bias-variance trade-off, we adopt the Ljung-Box test [Ljung and Box, 1978]. Extensive numerical experiments are performed to validate the effectiveness of the proposed method. We also test our method on a real psychology dataset to demonstrate it can infer whether or not there is a statistically significant correlation.

The rest of the paper is organized as follows. In the remainder of this section, we discuss related works. Section 2 presents the proposed method. Section 3 contains the main theoretical results, including a non-asymptotic bounds on the $\ell_2$ estimation error for the AR(1) model, for the ease of presentation. We discuss how to extend the result to AR($p$) models in Section 4. Section 5 contains simulation results to demonstrate the good performance of our method and validates theoretical results. Section 6 presents a real-data study from a psychology experiment. Finally, Section 7 summaries the paper.

1.1 Related work

Standard time series models [Brockwell et al., 1991] such as autoregressive and moving average models do not include dynamic backgrounds. On the other hand, the classical approach to capture dynamic background usually makes strong structural assumptions such as the linear trend, periodical trend Clark [1987] or hidden Markov model Hamilton [1989]. Our problem involves a highly unstructured background. This requires new solution approach; moreover, existing theory does not apply because the unstructured dynamic background leads to a non-stationary time series, which does not satisfy the strong-mixing condition. This disables us from using asymptotic results in the classic time series literature.

Recent works for similar problems also use convex optimization to fit the dynamic background while making few structural assumptions. This line of work typically considers solving a least square problem with various penalties or constraints to encourage desired structures on the fitted background, which can approximate the unknown ground-truth. For instance, H-P filter [Hodrick and Prescott, 1997] imposed $\ell_2$ penalty on the second-order difference to encourage a smooth background; Kim et al. [2009] considered a variant of H-P filter with an $\ell_1$ regularization function to capture a piece-wise linear background. Another related work [Harchaoui and Lévy-Leduc, 2010] considered change-point detection in the means using least square estimation with total variation penalty; since the number of change points is unknown, the work essentially estimates a piece-wise constant background. While
many advances have been achieved, these existing works have not considered serial correlation together with the dynamic background.

Our proposed method is related to variable fusion [Land and Friedman, 1997] and fused lasso [Tibshirani et al., 2005]. Here the unstructured, dynamic background leads to a high-dimensional problem: we have $T$ equations and $T + p$ variables; the optimal solution is not unique. Thus, we borrow the analytical technique in analyzing high-dimensional lasso, particularly the restricted eigenvalue conditions for the design matrix [Bickel et al., 2009, Meinshausen and Yu, 2009, Van De Geer and Bühlmann, 2009] to derive the theoretical results, while further exploiting the special structure of our design matrix.

There are two closely related recent works: Xu [2008] used polynomials to approximate the dynamic background, and Zhang et al. [2020] developed an online forecasting algorithm based on least square estimation with $\ell_2$ variable fusion constraint. These works do not explicitly consider highly unstructured backgrounds. We compare with both methods via numerical simulations in Section 5 and show the advantage of our approach when there are dynamic, unstructured backgrounds; moreover, we also present a method for hyperparameter selection based on the Ljung-Box test.

## 2 Proposed Method

### 2.1 Total variation constrained least square estimation

Consider a total variation constrained least square estimator to estimate the autoregressive coefficients and the dynamic background simultaneously, which is obtained by solving the following convex optimization problem:

$$
\begin{align*}
\text{minimize} & \quad \frac{1}{2T} \sum_{i=1}^{T} \left( x_i - \sum_{j=1}^{p} \alpha_j x_{i-j} - f_i \right)^2 \\
\text{subject to} & \quad \sum_{i=1}^{T-1} |f_{i+1} - f_i| < \delta,
\end{align*}
$$

where $\delta$ is a user-specified hyperparameter (the selection of $\delta$ is discussed in Section 2.2).

As discussed for the problem formulation (1), different from the conventional autoregressive model, here we consider an unknown and time-varying background. Since the number of observations and the number of parameters both grow at the same rate as the time horizon $T$ increases, we cannot uniquely recover the parameters using the available observations. Thus, we impose a total variation constraint on the dynamic background, essentially choosing one solution with the smallest variations. Such an approach can serve as a good approximation to a broad class of unstructured, dynamic backgrounds.

### 2.2 Hyperparameter tuning procedure

We will show that the choice of the hyper-parameter $\delta$ in (2) will critically impact its solution (the recovered dynamic background and the AR coefficient). As illustrated in the first panel in Figure 1, setting $\delta = 0$ will result in a very simple AR(1) model, but a very biased estimate $\hat{\alpha}_1$. Clearly, this model under-fits data. On the other hand, the third panel in Figure 1 shows that when $\delta$ is too large, the fitted model will have a small empirical loss but overfitted
background, which still results in very biased $\hat{\alpha}_1$. From the second panel in Figure 1, we can see the fitted piecewise constant background faithfully captures the dynamics, and this model yields a very accurate estimate $\hat{\alpha}_1$.

Figure 1 illustrates that $\delta$ controls the bias-variance trade-off: a larger $\delta$ leads to a smaller fitting error, but an overfitted background, and thus the estimated AR coefficients are biased. Therefore, we cannot use the fitting error to tune $\delta$. Instead, we choose $\delta$ by the Ljung-Box test, which can test the model’s goodness-of-fit by checking the remaining serial correlation in the residual sequence. This test provides a $p$-value to quantify the goodness-of-fit. Since larger $p$-value indicates less remaining serial correlation in the residuals, we select $\delta$ with the maximum $p$-value. Details of parameter tuning procedure can be found in Appendix A.

Here we want to comment that we cannot use the popular cross-validation technique to choose $\delta$. The cross-validation splits the data into training data and testing data. Typically, the model for the training data and the test data are identical; thus, cross-validation error can be used to estimate the actual test error. However, here since our background is dynamic and different on the test and the training data, we cannot apply model fitted on training data to the test data to tune hyperparameter.

### 2.3 Bootstrap confidence interval

Finally, we present two bootstrap methods to construct confidence intervals for the autoregressive coefficients. For serially correlated data, we cannot use the conventional bootstrap for i.i.d. data [Efron, 1992] but instead using the following techniques: (i) Wild bootstrap [Wu, 1986], which resamples from the fitted residuals and (ii) a variant [Künsch, 1989] of local moving block bootstrap, which is designed for non-stationary time series. Details of both methods can be found in Appendix A.

### 3 Non-asymptotic bounds for AR(1) sequences

Now we present the main theoretical results, including the upper and lower bounds for the parameter $\ell_2$ recovery errors using (2).

#### 3.1 Main insight: recoverable region

We start with some necessary definitions. Define a sequence as being $\varepsilon$-recoverable, if the $\ell_2$ recovery error using (2) is smaller than $\varepsilon$. The collection of recoverable sequences forms the $\varepsilon$-recoverable region. We make the following assumptions to ensure the dynamic background does not change too drastically. (i) The background contains at most $s$ changes over the time horizon $T$, i.e., it consists of at most $s + 1$ pieces. In other words, the rate-of-change for the dynamic background is on the order of $s/T$, and the change does not happen very often. (ii) The magnitude of the each change is upper-bounded by $\delta_0$:

$$|\Delta_i| \leq \delta_0, \quad i = 2, \ldots, T,$$

where $\Delta_i = f_i - f_{i-1}, \quad i = 2, \ldots, T$ are one-step changes of the dynamic background.
It is known that the least square estimator is consistent for any stationary autoregressive time-series. Intuitively, the “smaller” the dynamic background, the “closer” the sequence is to its stationary counterpart. A fundamental question is What ranges of dynamic backgrounds and autoregressive coefficient can be estimated accurately? We answer this question via Theorems 1 and 2, which establish the upper and lower bounds of the recovery error that depend on the number of changes \( s \) and the size of the change \( \delta_0 \). However, in our setting, \( s(T) \) is non-decreasing with respect to the time horizon \( T \). Thus, we cannot expect the recovery error to shrink to zero with increasing \( T \) as the usual asymptotic analysis.

Theorem 1 establishes the sufficient condition to ensure the \( \ell_2 \) recovery error does not exceed \( \varepsilon \):

\[
\min \left\{ \tilde{C}_1 s^{3/2} \delta_0, 2 \sqrt{\text{vol}(S)} / \pi \right\} + s^{1/2} \delta_0 \leq \varepsilon - \delta := \varepsilon_{\delta},
\]

where \( \tilde{C}_1 \) is a positive constant, \( S \) is a user-specified set that the true parameter resides in and \( \text{vol}(\cdot) \) denotes the volume of a set. Therefore, (4) is a sufficient condition that \( s \) and \( \delta_0 \) of a \( \varepsilon \)-recoverable sequence needs to satisfy, and thus it defines the boundary for \( \varepsilon \)-recoverable region as illustrated in Figure 2. The recoverable region is the union of the blue and the green regions in Figure 2: the green region does not vary but the blue region shrinks with increasing \( \text{vol}(S) \) and eventually vanishes once \( 2 \sqrt{\text{vol}(S)} / \pi \) exceeds \( \varepsilon_{\delta} \). This can be explained by that when the unknown coefficients reside in a larger \( S \), it is more difficult to recover the true parameters for the same accuracy \( \varepsilon \), which leads to a smaller recoverable region. Moreover, as illustrated in Figure 2, in the \( \varepsilon \)-recoverable region, there exists a collection of instances (the region shaded in red dashed lines) where the best achievable performance (lower bound) meets the upper bound of our proposed estimator over the finite time horizon.

![Figure 2: Illustration of \( \varepsilon \)-recoverable region for fixed \( T \). This region becomes smaller when hypothesis class \( S \) grows larger. The expressions for the curves in case 1 are the same with case 2. The upper bound (8) will be nearly tight in the region shaded in red dashed lines.](image)

3.2 Preliminaries

Denote the observation \( x_{i,j} = (x_i, \ldots, x_j)^T \), where the superscript \(^T\) denotes vector/matrix transpose. Given \( x_{1:T} \) and known history \( x_0 \), we aim to estimate coefficient vector \( \beta = \ldots \)
We assume $(\alpha_1, \mu, \Delta_2, \ldots, \Delta_T)^T \in \mathbb{R}^{T+1}$, where $\mu = f_1, \Delta_i = f_i - f_{i-1}, i = 2, \ldots, T$. Further denote the random noise vector by $\varepsilon_{1:T} = (\varepsilon_1, \ldots, \varepsilon_T)^T$, and the random design matrix by $X = (x_{0:T-1}, L) \in \mathbb{R}^{T \times (T+1)}$, where $L \in \mathbb{R}^{T \times T}$ is the lower triangular matrix with non-zeros entries all being ones. For notational simplicity, we rewrite (1) as

\[ x_{1:T} = X\beta + \varepsilon_{1:T}. \]  

Denote $\Delta = (0, 0, \Delta_2, \ldots, \Delta_T)^T$ and $\| \cdot \|_q$ to be $\ell_q$ vector norm. Here, we slightly abuse the notation and assume $\beta$ (instead of $\Delta$) has at most $s$ non-zero entries. Since the total variation constraint only encourages a sparse structure on $\Delta$, $\Delta$ will have at most $s - 2$ non-zero entries:

\[ B = \{ \Delta : \| \Delta \|_0 = s - 2 \in \{1, \ldots, T - 1\}, \| \Delta \|_\infty \leq \delta_0 \}. \]

The space for the unknown true coefficient vector is defined as

\[ \Theta_T = \{ \beta : (\alpha_1, \mu) \in \mathcal{S}', \Delta \in B \}. \]  

The hypothesis class $\mathcal{X}$, i.e. the set where we want to estimate the coefficients, is defined as

\[ \mathcal{X} = \{ \beta : (\alpha_1, \mu) \in \mathcal{S}, \| \Delta \|_1 < \delta \}, \]

where

\[ \mathcal{S} = \{ (\alpha_1, \mu) : \alpha_1^2 + \mu^2 \leq \delta^2 \}. \]

Here, $\delta_s$ is a user-specified parameter, which specifies the size of hypothesis class $\mathcal{X}$. We assume $\mathcal{X}$ contain the ground truth, i.e., $\mathcal{S}' \subset \mathcal{S}$.

Our goal is to estimate the unknown $\beta \in \Theta_T$ by $\hat{\beta}_T \in \mathcal{X}$ by solving the following convex optimization problem:

\[ \hat{\beta}_T = \arg \min_{\beta \in \mathcal{X}} \frac{1}{2T} \| x_{1:T} - X\beta \|_2^2. \]  

Note that this is slightly different from (2) (which only has constraint $\| \Delta \|_1 < \delta$). However, since $\delta_s$ is typically set to be sufficiently large such that the solution will not occur on the boundary of $\mathcal{S}$, (7) leads to the same estimate as (2).

### 3.3 Upper bound

Here, we start with a non-asymptotic upper bound for the $\ell_2$ recovery error for the model coefficients and derive the condition for recoverable sequences in (4).

**Theorem 1** (Upper Bound on $\ell_2$ estimation error). For $\hat{\beta}_T$ defined by (7), for any $A_1 > 1$, $A_2 > \sqrt{A_1}$ and $A_3 > 0$, and for any selected hyperparameter $\delta$, with probability at least $1 - (2T)^{1-A_1} - (2T)^{1-A_2^2/A_1} - 2(2T)^{-A_3^2/A_1^2}$, we have

\[ \| \hat{\beta}_T - \beta \|_2 \leq \min \left\{ \tilde{C}_1 \sqrt{s} \max \{ s\delta_0, \delta \}, 2\sqrt{\text{vol}(\mathcal{S})/\pi} \right\} + \delta + \sqrt{s\delta_0}, \]

where $\tilde{C}_1$ is a positive constant dependent on $A_1, A_2$ and $A_3$.

Note that (8) implies smaller $s$ and $\delta_0$ will lead to smaller error. To ensure the upper bound is less than a pre-specified $\varepsilon > 0$, we choose $\delta$ at most $\varepsilon/(1 + \tilde{C}_1 \sqrt{T})$, which leads to the condition for $\varepsilon$-recoverable sequences in (4).
3.4 Lower bound

Now we present a lower bound for the $\ell_2$ recovery error using triangle inequality and then improve it via Fano’s method.

A naive lower bound can be derived by triangle inequality:

$$\|\hat{\beta}_T - \beta\|_2 \geq \|\hat{\Delta} - \Delta\|_2 \geq \|\Delta\|_2 - \|\hat{\Delta}\|_2 \geq \|\Delta\|_2 - \delta,$$

where $\|\hat{\Delta}\|_2 \leq \delta$ due to the total variation constraint. However, since we usually do not know $\|\Delta\|_2 = O(\sqrt{s}\delta_0)$ a priori, we cannot set $\delta$ close to $\|\Delta\|_2$ to make sure the best achievable performance. Besides, to control the worst performance (i.e. upper bound), $\delta$ is $O(\varepsilon/\sqrt{T})$.

Therefore, for series $x_{1:T}$ with a large $\|\Delta\|_2$, we should expect that the recovery error is $\Theta(\sqrt{s}\delta_0)$. However, this type of series is typically outside the recoverable region. We are more interested in the lower bound for those instances with much smaller $\|\Delta\|_2$. For a certain type of series (which satisfies assumptions (9) and (10) below), we can obtain a tighter lower bound by Fano’s method as follows:

**Theorem 2** (Lower bound on $\ell_2$ estimation error). If there exist $\tilde{C}_2 > 0$ and $0 < m < M \leq 1$ such that

$$s(t) \in [mt, Mt], \quad t = 1, \ldots, T_0,$$

$$s(t)\delta_0(t) \leq \tilde{C}_2, \quad t = 1, \ldots, T_0,$$

then for any $C_6 \in (0, 1)$ and for any estimator $\hat{\beta}_T$, we have

$$\sup_{\beta \in \Theta_T} \text{pr}\left(\|\hat{\beta}_T - \beta\|_2 \geq C_2\right) \geq 1 - C_6,$$

and

$$C_2 \geq \frac{1}{2} \exp \left\{ - \frac{C_3 + C_4\tilde{C}_2 M + C_5\tilde{C}_2^2 M^2 + (\log 2)/T}{C_6 m} \right\},$$

where $C_3$, $C_4$ and $C_5$ are some positive constants only dependent on $\delta_s$.

Under assumptions (9) and (10), the naive lower bound will be of order $O(1/\sqrt{T})$ and therefore the lower bound $C_2$ (constant order) will be tighter. We denote it by $C_{\text{lower}}$. Besides, (8) ensures the upper bound will be at most $2\sqrt{\text{vol}(S)/\pi}$ plus a $O(1/\sqrt{T})$ term. Thus, we can also obtain a constant order upper bound $C_{\text{upper}}$. In this special case, the $\ell_2$ estimation error will stay within a constant order interval $\|\hat{\beta}_T - \beta\|_2 \in [C_{\text{lower}}, C_{\text{upper}}]$ with constant probability for $t = 1, \ldots, T_0$. We illustrate this constant order interval in the region shaded in green in Figure 3.

Figure 3 shows that the upper bound stays close to Fano’s lower bound on a finite time horizon, which demonstrates the near-optimality of the proposed method. Besides, the green region in Figure 3 illustrates the constant probability estimation error trajectories for those instances within the red dashed region in Figure 2.
Figure 3: Illustration of the naive lower bound the bound derived by Fano’s method for $\ell_2$ error under assumptions (9) and (10). The trajectories of $\ell_2$ estimation error for those instances covered by the red dashed lines in Figure 2 stay within the region shaded in green.

3.5 Proof outline

We now present the proof idea for the main theorems. Detailed proofs for Theorems 1 and 2 as well as Propositions 1 and 2 are deferred to Appendix C.

The proof of Theorem 1 is largely based on Restricted Eigenvalue condition and Variational Inequality. Consider the penalized form of (7)

$$\hat{\beta}_T = \arg\min_{\beta \in \mathbb{R}^{T+1}} \frac{1}{2T} \|x_{1:T} - X\beta\|_2^2 + \lambda \|\Delta\|_1, \quad (13)$$

where $\lambda$ is the tuning parameter. By Lagrangian duality, we can show that (13) is equivalent to (7). It is known that [Wainwright, 2019] there is a one-to-one correspondence between $\delta$ and $\lambda$: if $\hat{\beta}_T = \hat{\beta}_T(\lambda)$ minimizes (13), then it also minimizes (7) with $\delta = \|\hat{\Delta}\|_1$.

The formulation (13) links our problem to high-dimensional lasso [Wainwright, 2019]. This connection motivates us to invoke restricted eigenvalue condition due to Bickel et al. [2009], Van De Geer and Bühlmann [2009] for the design matrix to bound $\ell_2$ estimation error, since the restricted eigenvalue condition is the weakest known sufficient condition according to Raskutti et al. [2010]. Although there have been works verifying restricted eigenvalue conditions for $x_{0:T-1}$ [Loh and Wainwright, 2011, Basu and Michailidis, 2015, Wu and Wu, 2016] or $L$ [Harchaoui and Lévy-Leduc, 2010], they cannot be directly applied for our setting here. Specifically, expanding $x_{0:T-1}$ with a square matrix $L$ in the design matrix leads to the rank-deficiency of $X^TX$, thus simply exploring the structure of $x_{0:T-1}$ cannot address the problem.

Partition the index set $\{1, \ldots, T+1\}$ into three disjoint parts $I_i (i = 1, 2, 3)$, where $I_1 = \{1, 2\}$, $I_2$ is the indices for non-zero $\Delta_i$’s and $I_3$ is the indices for zeros in $\beta$. By using an index set $I$ as the subscript of a vector, we keep all entries with indices from $I$ intact and zero out entries with indices from its complement $I^c$. Since the $\ell_1$ constraint does not encourage sparsity on $\alpha_1$ and $\mu$, we modify the definition of the restricted eigenvalues as follows

$$\phi_{\min}(u) = \min_{e \in R_1} \frac{\|Xe\|_2}{\sqrt{T} \|e\|_2}, \quad \phi_{\max}(u) = \max_{e \in R_2} \frac{\|Xe\|_2}{\sqrt{T} \|e\|_2}, \quad (14)$$

where $R_1 = \{e : 2 = \|e_{I_1}\|_0 \leq \|e\|_0 \leq u\}$ and $R_2 = \{e : 1 \leq \|e\|_0 \leq u, \|e_{I_1}\|_0 = 0\}$. 
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Remark 1. The smallest restricted eigenvalue can be understood as follows: take columns of $X$ indexed by 1, 2 and another $u - 2$ indices from $I_1^c$ to form a new matrix $\hat{X}$, then $\phi_{\min}(u)$ is the smallest one among eigenvalues of all possible $\hat{X}^T\hat{X}/T$'s. Similarly, $\phi_{\max}(u)$ is the largest eigenvalue of $\hat{X}^T\hat{X}/T$, where $\hat{X}$ is composed of $u$ columns of $X$ with indices chosen from $I_1^c$.

In the following analysis, we use a recently developed technique based on variational inequality [Juditsky and Nemirovski, 2019, Juditsky et al., 2020] to establish the upper bound. Consider the gradient field of the objective function in (7):

$$F_{x_1:T}(z) = (A[x_{1:T}] z - a[x_{1:T}])/T,$$

where $A[x_{1:T}] = X^T X$ and $a[x_{1:T}] = X^T \sum_{t=1}^T x_i x_{i-1} x_{i-1}^T$. This vector field is affine and monotone, since we can verify the symmetric matrix $A[x_{1:T}]$ is positive semi-definite. The minimizer of (7), i.e. $\hat{\beta}_T$, is in fact the solution to the following variational inequality:

$$\text{find } z \in \mathcal{X} : \langle F_{x_1:T}(w), w - z \rangle \geq 0, \quad \forall w \in \mathcal{X}, \quad \text{VI}[F_{x_1:T}, \mathcal{X}]$$

Moreover, $\beta$ is zero of $\tilde{F}_{x_1:T}(z)$ and solution to the following variational inequality:

$$\text{find } z \in \mathcal{X} : \langle \tilde{F}_{x_1:T}(w), w - z \rangle \geq 0, \quad \forall w \in \mathcal{X}, \quad \text{VI}[\tilde{F}_{x_1:T}, \mathcal{X}]$$

where

$$\tilde{F}_{x_1:T}(z) = (A[x_{1:T}] z - A[x_{1:T}] \beta)/T.$$

We can see that $F_{x_1:T}(z)$ and $\tilde{F}_{x_1:T}(z)$ only differ in the following constant term:

$$\eta = F_{x_1:T}(\beta) - \tilde{F}_{x_1:T}(\beta) = F_{x_1:T}(\beta) = (A[x_{1:T}] \beta - a[x_{1:T}])/T.$$

Intuitively, the difference between $\text{VI}[F_{x_1:T}, \mathcal{X}]$ and $\text{VI}[\tilde{F}_{x_1:T}, \mathcal{X}]$ should reflect the difference between the solutions to those two variational inequalities, i.e. our estimator $\hat{\beta}_T$ and the ground truth $\beta$. We will show how to bound the $\ell_2$ estimation error using $\|\eta\|_\infty$ in the following theorem.

The following proposition establishes the error bound for the auto-correlation coefficient and the initial dynamic coefficient, combined.

Proposition 1 (Upper Bound on $\ell_2$ estimation error for $\alpha_1$ and $\mu$). For $\hat{\beta}_T$ defined by (7), for $A_1$, $A_2$, $A_3$ and tuning parameter $\delta$ in Theorem 1, there exists $k \in (0, 1)$ such that $k\lambda = O ((\log T)^{3/2}/T^{1/2})$, with probability at least $1 - (2T)^{1-A_1} - (2T)^{1-A_2^2/A_1} - 2(2T)^{-A_3/A_1}$, we have

$$\sqrt{(\hat{\alpha}_1 - \alpha_1)^2 + (\hat{\mu} - \mu)^2} \leq \max \left\{ \frac{4\sqrt{2}}{\kappa^2} \left( \frac{\|\eta\|_\infty}{1 - k} + \kappa C_{\delta, \delta_0, s} \right), \delta + s\delta_0 \right\},$$

where $\delta_0$ is the magnitude for one-step changes of dynamic background in (3) and

$$\kappa = \sqrt{\phi_{\min}(2) - \frac{k\sqrt{2(T - 1)}}{(1 - k)\sqrt{T}}}, \quad C_{\delta, \delta_0, s} = \frac{2s\delta_0\sqrt{T - 1}}{(1 - k)\sqrt{T}} + \sqrt{\frac{(s - 2)(T - s + 1)}{T}}(s\delta_0 + \delta).$$

Here, $\phi_{\min}(\cdot)$ is defined in (14). Moreover, we have

$$\|\eta\|_\infty \leq C_0 (\log T)^{3/2}/T^{1/2},$$

where $C_0 = C_0(A_1, A_2, A_3)$ is a positive constant.
Next, we establish the lower bound of the $\ell_2$ estimation error using Fano’s method.

**Proposition 2** (Lower bound on $\ell_2$ estimation error). For any estimator $\hat{\beta}_T$ and constant $C_2 > 0$, we have

$$
\sup_{\beta \in \Theta_T} \Pr \left( \|\hat{\beta}_T - \beta\|_2 \geq C_2 \right) \geq 1 - \frac{C_5 T + C_4 \delta_0(T) \sum_{t=2}^{T} s(t) + C_5 \delta_0^2(T) \sum_{t=2}^{T} s^2(t) + \log 2}{s(T) \log(1/2C_2)},
$$

where $C_3, C_4$ and $C_5$ are positive constants only dependent on $\delta_s$.

We can show that Theorem 2 follows from the above proposition. The key steps in proving this above proposition are to (i) find a large enough $\varepsilon$-packing of $\Theta_T$ and (ii) upper bound the Kullback–Leibler (KL) divergence over this packing.

### 4 Extension to AR($p$) sequences

So far we have been focused on analysis for AR(1) sequences; now we discuss how to extend to general cases. For the AR($p$) case, we need to change several terms in (5) (defined by AR(1)): the design matrix becomes $X = (x_{0:T-1}, \ldots, x_{-p+1:T-p}, L) \in \mathbb{R}^{T \times (T+p)}$, where $L \in \mathbb{R}^{T \times T}$ remains the lower triangular matrix of ones; the coefficient vector becomes $\beta = (\alpha^T_{1:p}, \mu, \Delta_2, \ldots, \Delta_T)^T$, where $\alpha_{1:p} = (\alpha_1, \ldots, \alpha_p)^T$. We can solve a similar convex optimization problem as that defined in (7) to estimate the parameters, except that the hypothesis class $X$ is defined differently $X = \{ \beta : (\alpha^T_{1:p}, \mu) \in \mathcal{S}_p, \|\Delta\|_1 < \delta \}$, where $\mathcal{S}_p = \{ (\alpha^T_{1:p}, \mu) : \|\alpha_{1:p}\|_2^2 + \mu^2 \leq \delta_s^{p+1} \}$. Moreover, we will redefine $I_1 = \{1, \ldots, p+1\}$, while the definitions for $I_2$ and $I_3$ remain the same as defined in Section 3.5. The restricted eigenvalues are also defined as (14), except that the error $e$ are restricted to be in $R_1 = \{ e : p + 1 = \|e_{I_1}\|_0 \leq \|e\|_0 \leq u \}$ when calculating $\phi_{\min}(u)$. With these definitions, we can show the following upper bound for the $\ell_2$ recovery error:

**Theorem 3** (Upper Bound on $\ell_2$ estimation error for AR($p$) case). For $\hat{\beta}_T$ defined by (7) and for all $A_1 > 1$, $A_2 > \sqrt{A_1}$ and $A_3 > 0$, for any selected tuning parameter $\delta$, with probability at least $1 - (2T)^{1-A_1} - (2T)^{1-A_3^3/A_1} - 2p(2T)^{-A_3^3/A_4^3}$, we have

$$
\|\hat{\beta}_T - \beta\|_2 \leq \min \left\{ \bar{C}_3 \sqrt{s \max \{s\delta_0, \delta\}}, 2\sqrt{\Gamma \left( \frac{p+3}{2} \right) \text{vol}(\mathcal{S}_p)/\pi^{p+1/2}} \right\} + \delta + \sqrt{s\delta_0},
$$

where $\bar{C}_3$ is a positive constant dependent on $A_1, A_2$ and $A_3$ and $\Gamma(\cdot)$ is the gamma function.

Since the expression (3) for the upper bound for AR($p$) case is similar to that in Theorem 1, the discussion on $\varepsilon$-recoverable region, which is solely determined by the upper bound of estimation error, will be similar too. For lower bounding the estimation error via Fano’s method, we can use similar proof strategy as that in Proposition 2 or Lemma 6 (although the details are more tedious to specify): (i) express $x_t$ with respect to $\beta, \varepsilon_1:t$; (ii) derive the joint distribution of $x_{1:T}$ based on that expression and (iii) bound the KL divergence.
5 Numerical experiments

In this section, we perform comprehensive numerical simulations to (i) show that our proposed method works well in practice; (ii) validate our theoretical findings regarding algorithm performance; (iii) compare with existing methods; (iv) demonstrate the good performance of the two proposed bootstrap methods. Recall that our work’s primary focus is to estimate the autoregressive coefficients. Thus, we will focus on this in the following four experiments.

Experiment 1. First, we show that our proposed estimation method can accurately recover $\alpha_1$ from non-stationary AR(1) time series under various settings: $\alpha_1 \in \{0.05, 0.1\}$, $\delta_0 \in \{0.05, 0.1\}$ and $T = 5000$. The dynamic background is generated by $f_i = \sum_{k=1}^{i} \delta_0 (U_k - 0.5)$, $i = 1, \ldots, T$, where $U_k \in [0, 1], k = 1, \ldots, T$ is a sequence of i.i.d. uniform random numbers. As discussed above, the accuracy depends on both $s$ and $\delta_0$. Here, we consider an extreme case: $s = T + 1$ (which is supposed to be the most challenging case). Moreover, we also present the results with $\delta$ selected by Durbin-Watson test [Durbin and Watson, 1992] as an alternative. (Details on the Durbin-Watson test can be found in Section B.1 in the Appendix B.) The convex program (2) is solved by the cvx package [Grant and Boyd, 2014] and we tune the hyperparameter $\delta$ by Ljung-Box test and Durbin-Watson test, respectively. We repeat the experiment 20 times for each setting, and plot the mean square error of $\hat{\alpha}_1$, $p$-value of Ljung-Box test and Durbin-Watson test with different $\delta$’s in Figure 4.

The results in Figure 4 show that $\hat{\alpha}_1$ decreases when $\delta$ increases, and there is a specific value of $\delta$ that leads to the smallest mean square error for estimating $\alpha_1$. In the figure, the red dots in the first two rows correspond to the best achievable $\delta$’s in mean square error. In the last two rows, those red dots indicate the $\delta$’s selected by our proposed tuning procedure. Thus, we can observe that (i) the best achievable $\delta$’s regarding the accuracy and mean square error are roughly the same; (ii) our proposed tuning procedure based on both the Ljung-Box test and Durbin-Watson test can select the best $\delta$.

Table 1: Summary of the information of red dots in Figure 4.

<table>
<thead>
<tr>
<th>Setting $\langle \alpha_1, \delta_0, \sigma_0^2 \rangle$</th>
<th>$\varepsilon$-optimal</th>
<th>Ljung-Box</th>
<th>Durbin-Watson</th>
<th>$\varepsilon$-optimal</th>
<th>Ljung-Box</th>
<th>Durbin-Watson</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average (standard deviation)</td>
<td></td>
<td></td>
<td>Average (standard deviation)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(0.05, 0.05, 0.10)</td>
<td>$4.13 \times 10^{-2}$ (2.33 \times 10^{-2})</td>
<td>$4.13 \times 10^{-2}$ (2.33 \times 10^{-2})</td>
<td>$4.13 \times 10^{-2}$ (2.33 \times 10^{-2})</td>
<td>$6.19 \times 10^{-4}$</td>
<td>$6.19 \times 10^{-4}$</td>
<td>$6.19 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.05, 0.05, 0.20)</td>
<td>$3.12 \times 10^{-2}$ (1.60 \times 10^{-2})</td>
<td>$3.12 \times 10^{-2}$ (1.60 \times 10^{-2})</td>
<td>$3.12 \times 10^{-2}$ (1.60 \times 10^{-2})</td>
<td>$6.09 \times 10^{-4}$</td>
<td>$6.09 \times 10^{-4}$</td>
<td>$6.09 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.05, 0.05, 0.10)</td>
<td>$3.91 \times 10^{-2}$ (2.03 \times 10^{-2})</td>
<td>$3.91 \times 10^{-2}$ (2.03 \times 10^{-2})</td>
<td>$5.04 \times 10^{-2}$ (2.60 \times 10^{-2})</td>
<td>$5.33 \times 10^{-4}$</td>
<td>$5.33 \times 10^{-4}$</td>
<td>$5.33 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.05, 0.05, 0.20)</td>
<td>$3.69 \times 10^{-2}$ (2.62 \times 10^{-2})</td>
<td>$3.69 \times 10^{-2}$ (2.62 \times 10^{-2})</td>
<td>$4.64 \times 10^{-2}$ (2.44 \times 10^{-2})</td>
<td>$5.81 \times 10^{-4}$</td>
<td>$5.81 \times 10^{-4}$</td>
<td>$5.81 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.10, 0.05, 0.10)</td>
<td>$8.47 \times 10^{-2}$ (2.02 \times 10^{-2})</td>
<td>$8.47 \times 10^{-2}$ (2.02 \times 10^{-2})</td>
<td>$8.47 \times 10^{-2}$ (2.02 \times 10^{-2})</td>
<td>$6.42 \times 10^{-4}$</td>
<td>$6.42 \times 10^{-4}$</td>
<td>$6.42 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.10, 0.05, 0.20)</td>
<td>$8.01 \times 10^{-2}$ (1.65 \times 10^{-2})</td>
<td>$8.01 \times 10^{-2}$ (1.65 \times 10^{-2})</td>
<td>$8.01 \times 10^{-2}$ (1.65 \times 10^{-2})</td>
<td>$6.68 \times 10^{-4}$</td>
<td>$6.68 \times 10^{-4}$</td>
<td>$6.68 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.10, 0.05, 0.10)</td>
<td>$9.21 \times 10^{-2}$ (2.66 \times 10^{-2})</td>
<td>$8.14 \times 10^{-2}$ (2.41 \times 10^{-2})</td>
<td>$8.14 \times 10^{-2}$ (2.41 \times 10^{-2})</td>
<td>$7.68 \times 10^{-4}$</td>
<td>$9.30 \times 10^{-4}$</td>
<td>$9.30 \times 10^{-4}$</td>
</tr>
<tr>
<td>(0.10, 0.05, 0.20)</td>
<td>$7.83 \times 10^{-2}$ (2.64 \times 10^{-2})</td>
<td>$8.64 \times 10^{-2}$ (3.21 \times 10^{-2})</td>
<td>$8.64 \times 10^{-2}$ (3.21 \times 10^{-2})</td>
<td>$1.17 \times 10^{-3}$</td>
<td>$1.21 \times 10^{-3}$</td>
<td>$1.21 \times 10^{-3}$</td>
</tr>
</tbody>
</table>

Table 1 summarizes the optimal and the selected $\delta$’s (corresponding to the red dots) in Figure 4: (i) the average and the standard deviation of $\hat{\alpha}_1$ obtained by $\varepsilon$-optimal (in the sense of accuracy) $\delta$, $\delta$ selected by Ljung-Box test and Durbin-Watson test and (ii) mean square error of $\hat{\alpha}_1$ obtained by $\varepsilon$-optimal (in the sense of mean square error) $\delta$, $\delta$ selected by Ljung-Box test and Durbin-Watson test.
Figure 4: Performance of our proposed method when $\delta$ increases. The experimental setting is on the top of each column. The red dashed line denotes the ground truth $\alpha_1 = 0.1$. Note that the $\delta$ selected by our proposed tuning procedure (which leads to the maximum $p$-value of Ljung-Box or Durbin-Watson test) gives the best estimate $\hat{\alpha}_1$. 
Appendix D. When the non-stationary series is not in the recoverable region, the estimation error is small, and it will grow with an increasing \(s\). Moreover, the error remains small for relatively small \(s\), but once \(s\) exceeds \(s_0\) the error starts to increase; that’s when the non-stationary series is not in the \(\varepsilon\)-recoverable region. This observation agrees with our non-asymptotic bounds on estimation error. Moreover, we conduct similar experiments for AR(2) case to validate these findings for a more general case; the results can be found in Appendix D.

Experiment 2. Next, we validate our theoretical findings for AR(1) case. The dynamic background is generated in the same way as the previous example. Besides, Figure 4 shows that the \(p\)-value with respect to \(\delta\) is unimodal, which enables us to use the Golden-section search (tolerance \(\varepsilon = 0.04\)) to tune \(\delta\) efficiently. Details on the Golden-section search and this modified tuning procedure can be found in Appendix B.2. We also show how the estimate \(\hat{\alpha}_1\) behaves with changing \(s\), by setting \(\alpha_1 = 0.1, \sigma_\delta^2 = 0.1, \delta_0 = 0.1\) and repeating the same estimation procedure 20 times for each \(s \in \{5, 35, \ldots, 3005\}\). The mean and standard deviation of \(\hat{\alpha}_1\) over 20 trials with respect to \(s\) in an errorbar plot are plotted Figure 5.

![Figure 5: Algorithmic behavior with respect to \(s\). The red dashed horizontal line is the ground truth \(\alpha_1 = 0.1\). The estimate starts to deteriorate when \(s\) exceeds \(s_0 \approx 650\) and becomes worse with larger \(s\).](image_url)

The results in Figure 5 show that indeed when \(s\) and \(\delta_0\) are inside the recoverable region, the estimation error is small, and it will grow with an increasing \(s\). Moreover, the error remains small for relatively small \(s\), but once \(s\) exceeds \(s_0\) the error starts to increase; that’s when the non-stationary series is not in the \(\varepsilon\)-recoverable region. This observation agrees with our non-asymptotic bounds on estimation error. Moreover, we conduct similar experiments for AR(2) case to validate these findings for a more general case; the results can be found in Appendix D.

Experiment 3. We compare our method with the method in Zhang et al. [2020]. In the following, we refer to their method as the “\(\ell_2\) variant,” since it is obtained by solving the convex program with same objective function as (2) except for a different constraint: \(\sum_{i=1}^{T}(f_{i+1} - f_i)^2 < \delta\). Again, \(\delta \geq 0\) is the tuning parameter. We should mention Zhang et al. [2020] did not have a systematic way to tune \(\delta\) and here we enhance their method by adding our statistical test based hyperparameter tuning as well.

The piecewise linear dynamic background is generated by \(f_i = \sum_{k=1}^{i} \delta_0(U_k - 0.5), i = 1, \ldots, T\). Here \(U_k = u_i\) for all \(k \in \{k_i, \ldots, k_{i+1}\}, i = 0, \ldots, s - 1\), where \(0 = k_0 < k_1 < \cdots < k_s = T\), \(k_1, \ldots, k_{s-1}\) are randomly selected from \(\{1, \ldots, T - 1\}\) and \(u_i \in [0, 1], i = 0, \ldots, s - 1\), is a sequence of i.i.d. uniform random numbers. We consider two cases: (1) \(s = 1500, \delta_0 = 0.05, \|\Delta\|_1 = 25.2\); and (2) \(s = 100, \delta_0 = 0.1, \|\Delta\|_1 = 46.9\). Here, \(s\) denotes the number of changes in the slope; the change vector is not sparse.

Figure 6 shows that in Case 1, our proposed method yields a very accurate \(\hat{\alpha}_1\), even though the dynamic background drastically oscillates. This is because the one-step changes are small in magnitude, and therefore, a constant can still serve as a good approximation within some short time window, i.e., this type of sequence is still within the recoverable
Figure 6: Comparison of proposed method and the $\ell_2$ variant in Zhang et al. [2020]. We investigated two cases. In Case 1, the dynamic background oscillates more but has slightly lower coverage accuracy. Our piecewise constant fitted background better captures the dynamics in Case 1, whereas the $\ell_2$ variant can better approximate the dynamics in Case 2.

The $\ell_2$ variant yields a biased estimate for $\alpha_1$, which is probably the reason that Zhang et al. [2020] focus on relatively smooth and structured dynamics.

In Case 2, even though the dynamic background is smoother than the previous example, the dynamic background changes drastically (large $||\Delta||_1$). Thus, in this case, the piecewise constant function is a poorer approximation to the dynamic background. This type of sequence is outside the recoverable region, and our proposed method may not work well for those sequences. Nevertheless, the $\ell_2$ variant, together with our proposed hyperparameter tuning procedure, performs well in recovering the serial dependence and serves as an alternative to our proposed estimator. This result agrees with Zhang et al. [2020], where they demonstrated the good performance of this $\ell_2$ variant when dealing with relatively structured dynamics, since $\ell_2$ constraint can lead to a smooth background. In addition, we should mention a polynomial approximation method used in Xu [2008] does not perform well in fitting unstructured dynamics and can hardly compete with these two aforementioned non-parametric methods. The numerical comparison with this polynomial method can be found at Appendix D.

Experiment 4. Finally, we compare the confidence intervals obtained via two bootstrap methods. We adopt the following experimental setting: $\alpha_1 = 0.1, \sigma_0^2 = 0.1, T = 1000$. The dynamic drift is piecewise constant with $\delta_0 = 0.1, s = 100$. The bootstrap replication is $N = 100$; we use standard normal random numbers as $v_t$’s in residual-based wild bootstrap; for local block bootstrap, we choose block size $b = 20$ and local neighborhood length $B = 50$. We illustrate one replication result by plotting the histogram of $\hat{\alpha}_1$’s from bootstrap samples in Figure 7.

From 50 repetition of the above procedure, we find that: (i) the coverage accuracy of 90% and 95% confidence intervals: 0.84 and 0.90 for residual-based wild bootstrap and 0.84 and 0.88 for local block bootstrap; (ii) the average lengths of 90% and 95% confidence intervals: 0.10 and 0.12 for residual-based wild bootstrap and 0.095 and 0.114 for local block bootstrap. The coverage accuracy is slightly lower than the theoretical value since $T = 1000$ is relatively small. The comparison indicates that local block bootstrap tends to yield smaller confidence intervals but has slightly lower coverage accuracy.
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Figure 7: Histogram of $\hat{\alpha}_1$’s from residual-based wild bootstrap samples (left) and local block bootstrap samples (right). We can see that the local block bootstrap method yields a smaller confidence interval but lower coverage accuracy.

6 Real-data study

To validate its performance, we apply our proposed method to real data from a psychological experiment. Consider a reaction time (RT) dataset collected from human subjects. The data are taken from a publicly available database introduced by Rahnev et al. [2020] with 149 individual datasets with human data on different tasks. Here we only analyze a single dataset named Maniscalco_2017_expt1 chosen based on the fact that it has RT data included and features a large number of trials per subject.

The data come from an experiment where human subjects made a series of 1000 perceptual judgments over a period of about one hour. Participants were seated in front of a computer and made their responses using a standard keyboard. The task, which is standard in the field, consisted of deciding whether a briefly presented (33 ms) noisy sinusoidal grating was oriented clockwise or counterclockwise from vertical. Subjects responded as quickly as possible but without sacrificing accuracy. The experimenters recorded each judgment’s reaction time (that is, the time from the onset of the visual stimulus to the button press used to indicate the subject’s response), thus creating a time series of 1000 values for each subject. Data were obtained from 28 subjects.

We first pre-process the raw data by dealing with missing values and obvious outliers. To be precise, we treat RTs that exceed 10 times the interquartile range (i.e., the difference between 75th and 25th percentiles) as outliers and the rest as normal observations. Since naively omitting missing data in time series data will break the serial correlation, we use the median of the normal observations to impute those missing values. The same median is used to replace all outliers. We propose a data-adaptive procedure to tune $\delta$ by applying the Ljung-Box test on the logarithm of original residuals since they are strongly right-skewed. We plot the results for all 28 subjects in Figure 8. More details on why we choose logarithm
Figure 8: Experimental results on reaction times for all 28 subjects. Subjects 1 to 28 are organized in the order of left to right and top to bottom. The blue, red and yellow lines correspond to the raw RT values, fitted AR(1) model and fitted dynamic background, respectively. On the top of each figure, we report $\delta$ selected by Ljung-Box test on the logarithm of residuals, estimated AR(1) coefficient and 90% and 95% confidence intervals based on residual-based wild bootstrap and local block bootstrap samples. Overall, we observe the presence of substantial drift that varies significantly between subjects but is recovered very well by our proposed method.
transform is in Appendix D. The confidence intervals are constructed via bootstrapping with the same bootstrapping parameters in our simulation.

Figure 9: Comparison between our proposed method and regular AR(1) model for all 28 subjects. The errorbar is 90% confidence interval computed using the local block bootstrap method. Regular AR(1) model typically yields larger $\hat{\alpha}_1$, since it confuses the dynamic drifts as autoregressive effect.

Overall, Figure 8 shows that our method can faithfully capture the underlying dynamics. More specifically, we make four distinct observations:

- It is clear that there is a substantial background drift. Even in the raw data without any modeling, the drift can often be observed but is even more apparent after applying our method of recovering it. Further, the drift is relatively smooth without big one-step changes, which is exactly the type of dynamical drift that our method can capture well.

- The background drift has a complex shape and varies significantly from person to person. While for some subjects, the RT series appears to be monotonically decreasing (e.g., subjects 4, 6, 7, 8, 11, 12, 15, 16, 26, and 28) or even close to stationary (e.g., subjects 3 and 19), the remaining subjects exhibit complex trends without any obvious pattern. These differences between subjects demonstrate that the trends need to be identified on the individual time series level and cannot make strong structural assumptions about the dynamic drift. Instead, to be able to capture real data, the dynamic background has to be modeled with minimal structural assumptions.

- Our method of fitting the background drift recovers reasonable estimate of the autoregressive coefficient $\alpha_1$. Specifically, $\alpha_1$ is positive or close to 0 for most subjects, which is expected given the extensive previous literature on RT [Laming, 1968]. Nevertheless, our method recovers a negative $\alpha_1$ for subject 18, which could indicate that the RT series is not universally positively autocorrelated as assumed before and suggests the need for more detailed investigations on this issue. Further, the proposed method appears to provide a good fit for the empirically observed RT data across individual subjects, and the size of the hyperparameter $\delta$ tends to be larger for time series that visually appear to be less stationary. Thus, our method recovers both $\alpha_1$ and $\delta$ well, and provides a useful description of the data dynamics.

- Our method provides a substantial improvement over the AR(1) model that is typically used to recover the autocorrelation coefficient in psychology and neuroscience. As shown in Figure 9, the AR(1) model leads to very high and clearly inflated estimates
of $\alpha_1$ because the model confuses the dynamical drift for an autocorrelation. Overall, our method performs very well on real data from experiments where it is likely to be applied in the future and is a major advance over the standard AR(1) model.

7 Summary

In this paper, we develop a total variation constrained least square estimator to estimate serial correlation in the presence of unknown and unstructured dynamic backgrounds. The method approximates the dynamic background via a piece-wise constant function and can approximate a wide range of highly unstructured dynamics. We also developed a statistically principled approach based on the Ljung-Box test to select the tuning parameter. We establish theoretical performance guarantees of our method via upper error bound and develop performance lower bound to characterize the condition for near-optimality (in $\ell_2$ estimation error sense) within the set of $\epsilon$-recoverable sequences. Extensive numerical experiments validate our theory and demonstrate the good performance of our method compared with the state-of-the-art. We apply our method to a psychological study on human reaction times and find that there is indeed substantial and complex-shaped drift in these data. The recovered autocorrelation values are generally positive, confirming the long-hypothesized presence of serial dependence in human reaction times [Laming, 1968]. The proposed method is thus general and is likely to receive wide adoption in both psychology and neuroscience in studying human and animal decision making.
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A Hyperparameter tuning and Bootstrap confidence interval

Our proposed hyperparameter tuning procedure is: (i) Set an interval $[\delta_\ell, \delta_u]$ where we believe the best $\delta$ lies in based on prior knowledge; (ii) For any $\varepsilon > 0$, to make sure the Euclidean distance between selected $\delta$ and the optimal one is less than $\varepsilon$, we divide this interval into $n = \lceil (\delta_u - \delta_\ell)/\varepsilon \rceil$ parts with same length $\varepsilon$ and denote the endpoints by $\delta^{(1)}, \ldots, \delta^{(n+1)}$; (iii) For each $\delta^{(j)}$, we fit the proposed estimator as defined by (2) and construct the residual sequence by $r_i = x_i - \sum_{j=1}^p \hat{\alpha}_j x_{i-j} - \hat{f}_i, \; i = 1, \ldots, T$; (iv) Apply (Lag-p) Ljung-Box test to the residual sequence to obtain a $p$-value $p_j$; (v) The $\varepsilon$-optimal tuning parameter is $\delta^{(j)}$ with $j = \arg \max_{j \in \{1, \ldots, n+1\}} p_j$. Further details on Ljung-Box test can be found in Section B.1 in Appendix B.

Next, we present how to construct a bootstrap confidence interval. For our first method residual-based wild bootstrap: (i) we first perform proposed tuning procedure to obtain tuning parameter $\delta$ and the corresponding estimates $\hat{\alpha}_j$’s and $\hat{f}_i$’s; (ii) then we calculate the residuals $\tilde{r}_i$’s as suggested in step 2.(i) in proposed tuning procedure; (iii) residual-based wild bootstrap sample is constructed recursively by (1) with $\hat{\alpha}_j$’s, $\hat{f}_i$’s and $\tilde{r}_i = \tilde{r}_i v_i$, where $v_i$’s are i.i.d. random numbers with zero mean and unit variance. As for local block bootstrap, we first choose an integer block size $b$ and local neighborhood size $B$. We partition $T$ samples into $M = \lceil T/b \rceil$ blocks. Then, for $m = 0, \ldots, M - 1$, the local block bootstrap sample is $\tilde{x}_{mb+j} = x_{I_m+j-1}, j = 1, \ldots, b$, where $I_m$ is a uniform random integer drawn from $\{\max(1, mb-B), \ldots, \min(T-b+1, mb+B)\}$. In Paparoditis and Politis [2002], it is required that (i) $b/B \to 0$ as $b \to \infty$; (ii) when $T \to \infty$, $T/B \to 0$ but $B \to \infty$.

After obtaining the bootstrap sample, we apply proposed tuning procedure to this pseudo-series with $\delta_\ell = \delta - n\varepsilon$ and $\delta_u = \delta + n\varepsilon$ to obtain estimates $\tilde{\alpha}_j$’s (we choose $n = 2$ in numerical simulation). Then, we repeat this procedure $N$ times to construct a confidence interval by the empirical distribution of $\tilde{\alpha}_j$’s. For bootstrap samples, we only need to search around the $\varepsilon$-optimal $\delta$ for the optimal tuning parameter of the pseudo-series since it closely resembles the actual observation. This helps to reduce the computational cost of bootstrapping.

B Background knowledge

B.1 Ljung-Box test and Durbin-Watson test

Ljung-Box test, sometimes known as the Ljung–Box Q test, is designed to test if there still exhibits serial correlation in the residual sequence. The null hypothesis is $H_0$: The data are independently distributed. The test statistic is

$$Q = T(T+2) \sum_{k=1}^h \frac{\hat{\rho}_k^2}{n-k},$$

where $\hat{\rho}_k$ is the sample autocorrelation at lag $k$. The test statistic $Q$ follows a chi-square distribution with $h$ degrees of freedom under the null hypothesis.
where $T$ is the sample size, $\hat{\rho}_k$ is the sample autocorrelation at lag $k$, and $h$ is the number of lags being tested. For sequence $\{x_1, \ldots, x_T\}$, the sample autocorrelation $\hat{\rho}_k$ is defined as

$$\hat{\rho}_k = \frac{\hat{\gamma}(k)}{\hat{\gamma}(0)},$$

where $\hat{\gamma}(k) = \frac{1}{T} \sum_{t=1}^{T-k} (x_{t+k} - \bar{x})(x_t - \bar{x})$.

Here, $\{x_1, \ldots, x_T\}$ is residual sequence if one wants to implement Ljung-Box test. Under $H_0$, the test statistic asymptotically follows a $\chi^2_h$ distribution. The $p$-value of Ljung-Box test is $pr(\chi^2_h > Q)$.

Durbin-Watson test serves the same purpose. For residual $e_t = \rho e_{t-1} + \nu_t$, the test statistic is

$$d = \frac{\sum_{t=2}^{T} (e_t - e_{t-1})^2}{\sum_{t=1}^{T} e_t^2}.$$

It tests null hypothesis: $H_0 : \rho = 0$ against alternative hypothesis $H_1 : \rho \neq 0$.

### B.2 Golden-section search

Golden-section search is an efficient and robust technique for finding an extremum (minimum or maximum) of a function inside a specified interval. For any given $\delta$, if we solve the convex program (2), calculate the residual sequence and perform the hypothesis test on it as we mentioned in Section 2.2, we will obtain a $p$-value. That is, we have a mapping that maps $\delta$ to $p$, which we denote as $p = f(\delta)$. In our numerical experiment, we show that $f$ is unimodal by Figure 4. Therefore, we can speed up the parameter tuning procedure by Golden-section search. The detailed steps are provided below in Algorithm 1.

Compared to $\lfloor(\delta_u - \delta_l)/\varepsilon\rfloor + 1$ searches in proposed tuning procedure, Golden-section search can achieve $\varepsilon$-optimality with just $\lceil\log(\varepsilon/(\delta_u - \delta_l))/\log(0.618)\rceil + 1$ searches.

### C Proofs

#### C.1 Proof of Theorem 1

To begin with, we prove Theorem 1 by using Proposition 1:

**Proof of Theorem 1.** Denote estimation error by $e = \hat{\beta}_T - \beta$. By triangle inequality, we have

$$\sqrt{(\hat{\alpha}_1 - \alpha_1)^2 + (\hat{\mu} - \mu)^2} = \|e_1\|_2 \leq \sqrt{2(\hat{\alpha}_1^2 + \alpha_1^2 + \hat{\mu}^2 + \mu^2)} \leq 2\delta_s = 2\sqrt{\text{vol}(S)/\pi}.$$

By definition (14), $\phi_{\min}(2)$ is the smallest eigenvalue of $\tilde{X}^T\tilde{X}/T$, where $\tilde{X} = (x_{0:T-1}, 1)$ and 1 is vector of all ones. Since $\phi_{\min}(2) = 0$ if and only if $x_{0:T-1} = a1$ for some $a \in \mathbb{R}$, $\phi_{\min}(2)$ will be of constant order with overwhelming probability. Since $k$ can be chosen arbitrarily small, $\kappa$ can be lower bounded by a positive constant with high probability. Since $\|\eta\|_\infty = O((\log T)^{3/2}/T^{1/2})$, for large enough $T$, we can simplify Proposition 1 into

$$\|e_{1}\|_{2} \leq \tilde{C}_1 \sqrt{s} \max \{s\delta_0, \delta\},$$
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Algorithm 1 Hyperparameter tuning procedure: a Golden-section search variant.

**Input:** Observations $x_1, \ldots, x_T$, given history $x_{p+1}, \ldots, x_0$, a pre-specified interval $[\delta_l, \delta_u]$ to search the best $\delta$ and tolerance $\varepsilon > 0$.

**Output:** $\varepsilon$-optimal hyperparameter $\delta$.

1. Determine two intermediate points $\delta_1 = \delta_l + d$ and $\delta_2 = \delta_u - d$, where $d = \frac{\sqrt{5} - 1}{2}(\delta_u - \delta_l)$.
2. For $k = 1, 2$: fit the proposed estimator as defined by (2) with hyperparameters $\delta_k$; construct the residual sequence by $r_i^{(k)} = x_i - \sum_{j=1}^{p} \alpha_j(k)x_{i-j} - \hat{f}(k)$, $i = 1, \ldots, T$; apply (Lag-$p$) Ljung-Box test to the residual sequence $\{r_i(k)\}_{i=1}^T$ to obtain a $p$-value $p_k = f(\delta_k)$.
   
   If $f(\delta_1) > f(\delta_2)$, update $\delta_l, \delta_1, \delta_2, \delta_u$ as follows
   
   $\delta_l = \delta_2$, $\delta_2 = \delta_1$, $\delta_u = \delta_u$, $\delta_1 = \delta_1 + \frac{\sqrt{5} - 1}{2}(\delta_u - \delta_l)$;
   
   Otherwise, update $\delta_l, \delta_1, \delta_2, \delta_u$ as follows
   
   $\delta_l = \delta_l$, $\delta_u = \delta_1$, $\delta_1 = \delta_2$, $\delta_2 = \delta_u - \frac{\sqrt{5} - 1}{2}(\delta_u - \delta_l)$.
3. If $\delta_u - \delta_l < \varepsilon$, set $\delta_{\text{max}} = (\delta_u + \delta_l)/2$ and stop iterating; otherwise, go back to step 2.

where $\tilde{C} > 0$ is a constant. Together with the naive upper bound by triangle inequality, we obtain

$$\|e_{I_1}\|_2 \leq \min \left\{ \tilde{C}_1 \sqrt{s} \max \{s\delta_0, \delta \}, 2\sqrt{\text{vol}(S)/\pi} \right\}.$$ 

Since $\|\hat{\Delta}\|_2 \leq \|\hat{\Delta}\|_1 \leq \delta$ and $\|\Delta\|_2 \leq \sqrt{s}\delta_0$, by triangle inequality, we have

$$\|e_{I_2 \cup I_3}\|_2 = \|\hat{\Delta} - \Delta\|_2 \leq \|\hat{\Delta}\|_2 + \|\Delta\|_2 \leq \delta + \sqrt{s}\delta_0.$$ 

Again, by triangle inequality, $\|\beta_T - \beta\|_2 \leq \|e_{I_1}\|_2 + \|e_{I_2 \cup I_3}\|_2$. We complete the proof. \hfill \Box

The proof of Proposition 1 is highly involved. We sketch its proof as follows:

*Proof of Proposition 1.* We first state four very useful lemmas.

**Lemma 1** (High probability bounds for sub-Gaussian noise). For sub-Gaussian random noise $\varepsilon_1, \ldots, \varepsilon_T \overset{i.i.d.}{\sim} \text{subG}(\sigma_0^2)$ and $x_1, \ldots, x_T$ generated by (5) (given $x_0$), for all $A_1 > 1$, $A_2 > \sqrt{A_1}$ and $A_3 > 0$, define events

$$\mathcal{A}_1 = \left\{ |\varepsilon_i| \leq \sqrt{2A_1\sigma_0^2 \log(2T)}, \; i = 1, \ldots, T \right\},$$

and

$$\mathcal{A}_2 = \left\{ \sum_{i=j}^{T} |\varepsilon_i| \leq 2A_2\sigma_0\sqrt{T} \log(2T), \; j = 1, \ldots, T \right\},$$
we have
\[ \operatorname{pr}(A_1) \geq 1 - (2T)^{1-A_1}, \quad \operatorname{pr}(A_2|A_1) \geq 1 - (2T)^{1-A_2/A_1}. \]
Furthermore, if we assume there exists a constant \( C_1 > 0 \) such that
\[ |f_i| \leq C_1 \sqrt{\log T}, \quad i = 1, \ldots, T, \] (17)
define event
\[ A_3 = \left\{ \left| \sum_{i=1}^{T} \varepsilon_i x_{i-1} \right| \leq 2 \sqrt{2} A_3 \sigma_0^2 (c_1 + 1) \log(2T) \sqrt{\log T}/(1 - \alpha_1) \right\}, \]
where \( c_1 > 0 \) is a constant such that \( |f_i| \leq c_1 \sqrt{2A_1 \sigma_0^2 \log(2T)}, i = 1, \ldots, T, \) then we will have
\[ \operatorname{pr}(A_3|A_1) \geq 1 - 2(2T)^{-A_3/A_1^2}. \]

By Lemma 1, we will have
\[ \operatorname{pr}(A_1 \cap A_2 \cap A_3) = \operatorname{pr}(A_1) (1 - \operatorname{pr}(A_2^c \cup A_3^c|A_1)) \]
\[ > 1 - (2T)^{1-A_1} - (2T)^{1-A_2/A_1} - 2(2T)^{-A_3/A_1^2}. \]
This means event \( A = A_1 \cap A_2 \cap A_3 \) holds with probability at least
\[ 1 - (2T)^{1-A_1} - (2T)^{1-A_2/A_1} - 2(2T)^{-A_3/A_1^2}. \]

**Lemma 2** (Restricted \( \ell_1 \) estimation error). Under assumption (17), for our proposed estimator \( \hat{\beta}_T \), as defined in (7) or equivalently (13), if we choose \( k \in (0, 1) \) and tuning parameter \( \lambda \) such that \( k\lambda = O \left( (\log T)^{3/2}/T^{1/2} \right) \), then on event \( A \), the estimation error \( e = \hat{\beta}_T - \beta \) satisfies:
\[ \|e_{I_3}\|_1 \leq \min \left\{ \frac{1 + k}{1 - k}\|e_{I_2}\|_1, \frac{2s \delta_0}{1 - k} \right\} + \frac{k}{1 - k}\|e_{I_1}\|_1. \]

**Lemma 3.** Under assumption (17), on event \( A \), for any integer \( m \leq T + 1 - |J_0| \), we have
\[ \frac{1}{\sqrt{T}} \|\mathbf{X} e\|_2 \geq \left( \sqrt{\phi_{\min}(2)} - \sqrt{2 \phi_{\max}(m)} \frac{k}{1 - k} \right) \|e_{I_1}\|_2 \]
\[ - \left( \frac{2 \sqrt{\phi_{\max}(m)}}{1 - k} + \sqrt{(s - 2) \left( 1 - \frac{s - 1}{T} \right)} s \delta_0 - \sqrt{(s - 2) \left( 1 - \frac{s - 1}{T} \right)} \delta, \right) \] (18)
where \( \phi_{\min}(\cdot) \) and \( \phi_{\max}(\cdot) \) are defined in (14).

For simplicity, in the following we denote \( \kappa = \sqrt{\phi_{\min}(2)} - k\sqrt{2 \phi_{\max}(m)}/(1 - k) \) and
\[ C(\delta, \delta_0, s, m) = \frac{2 \sqrt{\phi_{\max}(m)} s \delta_0}{1 - k} + \sqrt{(s - 2) \left( 1 - \frac{s - 1}{T} \right)} (s \delta_0 + \delta). \]

We further denote \( J_0 = I_1 \cup I_2 \), i.e. the set of indices for all non-zero coefficients.
Lemma 4. Under assumption (17), on event $\mathcal{A}$, we have
\[
\|Xe\|_{2}^{2}/T \leq 2\|\eta\|_{\infty}\|e_{j_0}\|_{1}/(1-k),
\]  
(19)
Additionally, we have $\|\eta\|_{\infty} = O((\log T)^{3/2}/T^{1/2})$.

Here, we consider two cases: (i) $\|e_{I_1}\|_1 \leq \|e_{I_2}\|_1$ and (ii) $\|e_{I_1}\|_1 > \|e_{I_2}\|_1$. In case (i), we have
\[
\|e_{I_1}\|_2 \leq \|e_{I_1}\|_1 \leq \|e_{I_2}\|_1 = \|\hat{D}_{I_2} - \Delta_{I_2}\|_1 \leq \|\hat{D}_{I_2}\|_1 + \|\Delta\|_1 \leq \delta + s\delta_0.
\]
In case (ii), $\|e_{j_0}\|_1 = \|e_{I_1}\|_1 + \|e_{I_2}\|_1 < 2\|e_{I_1}\|_1$. By (18) and (19), we have
\[
\frac{2}{1-k}\|\eta\|_{\infty}\|e_{j_0}\|_1 \geq (\kappa\|e_{I_1}\|_2 - C(\delta, \delta_0, s, m))^2
\]
\[
\geq \kappa^2\|e_{I_1}\|_2\|e_{I_1}\|_1/\sqrt{2} - 2\kappa C(\delta, \delta_0, s, m)\|e_{I_1}\|_2
\]
\[
\geq \kappa^2\|e_{I_1}\|_2\|e_{j_0}\|_1/2\sqrt{2} - 2\kappa C(\delta, \delta_0, s, m)\|e_{j_0}\|_1.
\]
Rearranging the terms in the above inequality and choosing $m = 1$, we have
\[
\|e_{I_1}\|_2 \leq \frac{4\sqrt{2}}{\kappa^2} \left( \frac{\|\eta\|_{\infty}}{1-k} + \kappa C(\delta, \delta_0, s, 1) \right).
\]
Denote $C_{\delta, \delta_0, s} = C(\delta, \delta_0, s, 1)$. Since $\phi_{\max}(1) = 1 - 1/T$, combing the results above proves (15).

\section*{Proofs of Lemmas in the proof of Proposition 1}

\textit{Proof of Lemma 1.} For sub-Gaussian random noise $\varepsilon_i \sim \text{subG}(\sigma_0^2)$, we will have:
\[
\text{pr}(|\varepsilon_i| \leq c_2, \ i = 1, \ldots, T) \geq 1 - 2T\exp\left\{-\frac{c_2^2}{2\sigma_0^2}\right\}.
\]
Setting $c_2 = \sqrt{2A_1}\sigma_0^2\log(2T)$, we prove the first inequality.

By the uniform upper bound on the dynamic background (17), we can find a constant $c_1$ such that dynamic background is uniformly bounded by $c_1c_2$. Thus, on event $\mathcal{A}_1$ we will get
\[
-(c_1 + 1)c_2 \leq x_i - \alpha_1 x_{i-1} \leq (c_1 + 1)c_2, \ (i = 1, \ldots, T).
\]

By the convergence of geometric series we have $|x_i| \leq (c_1 + 1)c_2/(1-\alpha_1)$ and thus we have
\[
|x_{i-1}\varepsilon_i| \leq \frac{(c_1 + 1)c_2^2}{1-\alpha_1} = c_3, \ (i = 1, \ldots, T).
\]
Since $E[x_{i-1}\varepsilon_i|x_{i-1}] = x_{i-1}E[\varepsilon_i] = 0$ and
\[
\text{Var}(x_{i-1}\varepsilon_i|x_{i-1}) = x_{i-1}^2\sigma_0^2 \leq \left(\frac{(c_1 + 1)c_2}{1-\alpha_1}\right)^2 \sigma_0^2,
\]
\{x_{i-1}\varepsilon_i\} is a bounded martingale difference sequence with respect to filtration $\{\sigma(x_1, \ldots, x_{i-1})\}$.
By Azuma–Hoeffding inequality, we have
\[
\Pr \left( \frac{1}{T} \left| \sum_{i=1}^{T} x_{i-1} \varepsilon_i \right| \geq c_4 \right) \leq 2 \exp \left\{ -\frac{T c_4^2}{2c_3^3} \right\}.
\]

Set
\[
c_4 = A_3 \frac{2\sqrt{2}\sigma_0^2(c_1 + 1)}{1 - \alpha_1} \log(2T) \sqrt{\frac{\log(2T)}{T}},
\]
we prove the third inequality.

Similarly, on event \( A_1 \), by Azuma–Hoeffding inequality, we will obtain
\[
\Pr \left( \frac{1}{T} \left| \sum_{i=j}^{T} \varepsilon_i \right| \geq c_5 \right) \leq 2 \exp \left\{ -\frac{T c_5^2}{2(T - j)c_2^2} \right\}.
\]
\[
< 2 \exp \left\{ -\frac{T c_5^2}{4A_1\sigma_0^2 \log(2T)} \right\}, \quad j = 1, \ldots, T.
\]

Therefore,
\[
\Pr \left( \frac{1}{T} \left| \sum_{i=j}^{T} \varepsilon_i \right| < c_5, \; j = 1, \ldots, T \right) \geq 1 - \sum_{j=2}^{T} \Pr \left( \frac{1}{T} \left| \sum_{i=j}^{T} \varepsilon_i \right| \geq c_5 \right)
\]
\[
> 1 - 2T \exp \left\{ -\frac{T c_5^2}{4A_1\sigma_0^2 \log(2T)} \right\},
\]
where the first inequality comes from union bound. Again, set
\[
c_5 = \frac{2A_2\sigma_0 \log(2T)}{\sqrt{T}},
\]
we prove the second inequality.

Proof of Lemma 2. By definition (13), we have
\[
\frac{1}{2T} \| x_{1:T} - \mathbf{X} \hat{\beta}_T \|^2_2 + \lambda \| \hat{\Delta} \|_1 \leq \frac{1}{2T} \| x_{1:T} - \mathbf{X} \beta \|^2_2 + \lambda \| \Delta \|_1.
\]

Rearrange terms and we will get
\[
\frac{1}{2T} \| \mathbf{X} (\hat{\beta}_T - \beta) \|^2_2 \leq \lambda (\| \Delta \|_1 - \| \hat{\Delta} \|_1) + \frac{1}{T} \varepsilon_{1:T}^\top \mathbf{X} (\hat{\beta}_T - \beta).
\]

If we choose \( k\lambda \) as follows
\[
k\lambda = \frac{2\sqrt{2}A_3\sigma_0^2(c_1 + 1)}{1 - \alpha_1} \log(2T) \sqrt{\frac{\log(2T)}{T}} = O \left( \frac{(\log T)^{3/2}}{T^{1/2}} \right),
\]
we have \( k\lambda = c_4 > c_5 \) for \( T \) large enough, where \( c_4 \) and \( c_5 \) are defined in (20) and (21), respectively. Then on event \( \mathcal{A} \), we have
\[
\frac{1}{T} \| \varepsilon_{1:T}^\top \mathbf{X} \| = \frac{1}{T} \left( \left\| \sum_{i=1}^{T} \varepsilon_i x_{i-1} \right\|, \left\| \sum_{i=1}^{T} \varepsilon_i \right\|, \left\| \sum_{i=2}^{T} \varepsilon_i \right\|, \ldots, \left\| \varepsilon_T \right\| \right)^\top \leq k\lambda 1,
\]
(22)
where $1 \in \mathbb{R}^T$ is the vector of ones. Thus, we will obtain $\|\eta\|_{\infty} = \|e_{i,T}^T X/T\|_{\infty} \leq k\lambda$ and
\[
\frac{1}{2T} \|X(\beta_T - \beta)\|_2^2 \leq \lambda(\|\Delta\|_1 - \|\hat{\Delta}\|_1) + k\lambda\|\beta_T - \beta\|_1.
\]

By pulsing $\lambda(1 - k)\|e_{I_2 \cup I_3}\|_1$ on both side of this equation, we will get
\[
(1 - k)\|e_{I_2 \cup I_3}\|_1 \leq (\|\Delta\|_1 - \|\hat{\Delta}\|_1 + \|e_{I_2 \cup I_3}\|_1) + k\|e_{I_3}\|_1.
\]

Since $\Delta = \beta_{I_2 \cup I_3}$, $e_{I_2 \cup I_3} = \hat{\Delta} - \Delta$. By the sparse structure we know
\[
\|\Delta\|_1 - \|\hat{\Delta}\|_1 + \|e_{I_2 \cup I_3}\|_1 \leq 2\|\Delta\|_1 \leq 2s\delta_0.
\]

Meanwhile, since $\|\Delta\|_1$ takes value zero on index set $I_3$, we have $\hat{\Delta}_{I_3} = e_{I_3}$ and thus $\|\hat{\Delta}_{I_3}\|_1 = \|e_{I_3}\|_1$. Therefore, we have
\[
\|\Delta\|_1 - \|\hat{\Delta}\|_1 + \|e_{I_2 \cup I_3}\|_1 = \|\Delta_{I_3}\|_1 - \|\hat{\Delta}_{I_3}\|_1 + \|e_{I_3}\|_1 \leq 2\|e_{I_3}\|_1.
\]

Plugging (24) and (25) back into (23), we will get
\[
\|e_{I_3}\|_1 \leq \min \left\{ \frac{1 + k}{1 - k}\|e_{I_2}\|_1, \frac{2s\delta_0}{1 - k} \right\} + k\|e_{I_3}\|_1.
\]

We complete the proof. \hfill \Box

**Proof of Lemma 3.** By (7), we have
\[
\|e_{I_2}\|_2 \leq \|e_{I_2}\|_1 = \|\hat{\Delta}_{I_2} - \Delta_{I_2}\|_1 \leq \|\hat{\Delta}_{I_2}\|_1 + \|\Delta\|_1 \leq \delta + s\delta_0.
\]

Partition index set $J_0^c$ into $L$ disjoint sets: $J_0^c = \bigcup_{\ell=1}^L J_\ell$, where $|J_1| = \cdots = |J_{L-1}| = m$ and $|J_L| \leq m$, and $\sum_{\ell=1}^L \|e_{J_\ell}\|_2 \leq \sum_{\ell=1}^L \|e_{J_\ell}\|_1 = \|e_{J_0^c}\|_1$, we get
\[
\frac{1}{\sqrt{T}} \|X e\|_2 \geq \frac{1}{\sqrt{T}} \|X e_{J_0}\|_2 - \frac{1}{\sqrt{T}} \|X e_{J_0^c}\|_2
\]
\[
\geq \sqrt{\phi_{\min}(2)}\|e_{I_1}\|_2 - \sqrt{\phi_{\max}(s-2)}\|e_{I_2}\|_2 - \sqrt{\phi_{\max}(m)}\sum_{\ell=1}^L \|e_{J_\ell}\|_2
\]
\[
\geq \sqrt{\phi_{\min}(2)}\|e_{I_1}\|_2 - \sqrt{s-2}\left(1 - \frac{s-1}{T}\right)(\delta + s\delta_0) - \sqrt{\phi_{\max}(m)}\|e_{J_0^c}\|_1.
\]

Since $I_3 = J_0^c$, $\sqrt{2}\|e_{I_3}\|_2 \geq \|e_{I_1}\|_1$, by Lemma 2, we have
\[
\frac{1}{\sqrt{T}} \|X e\|_2 \geq \left( \sqrt{\phi_{\min}(2)} - \sqrt{\phi_{\max}(m)} \sqrt{\frac{2k}{1-k}} \right) \|e_{I_1}\|_2
\]
\[
- \left( \frac{2\sqrt{\phi_{\max}(m)}}{1-k} + \sqrt{(s-2)\left(1 - \frac{s-1}{T}\right)} \right) s\delta_0 - \sqrt{(s-2)\left(1 - \frac{s-1}{T}\right)} \delta.
\]

Denote $\kappa = \sqrt{\phi_{\min}(2)} - \sqrt{\phi_{\max}(m)} \sqrt{\frac{2k}{1-k}}$ and we complete the proof. \hfill \Box
**Proof of Lemma 4.** Since \( \hat{\beta}_T \) is solution to VI[\( F_{x_1:T}, X \)], the weak VI, and the vector field \( F_{x_1:T} \) is continuous, we have \( \hat{\beta}_T \) is also solution to the strong VI. That is, \( \hat{\beta}_T \) also satisfies

\[
\langle F_{x_1:T}(\hat{\beta}_T), w - \hat{\beta}_T \rangle \geq 0, \quad \forall w \in X.
\]

In particular, we have \( \langle F_{x_1:T}(\hat{\beta}_T), \beta - \hat{\beta}_T \rangle \geq 0 \). Meanwhile, we have \( F_{x_1:T}(\hat{\beta}_T) = F_{x_1:T}(\beta) - A[x_1:T](\beta - \hat{\beta}_T)/T \). Therefore, we will have

\[
\left\langle F_{x_1:T}(\beta) - \frac{1}{T} A[x_1:T](\beta - \hat{\beta}_T), \beta - \hat{\beta}_T \right\rangle \geq 0.
\]

Rearrange terms and recall that \( \eta = F_{x_1:T}(\beta) \), we will get

\[
(\beta - \hat{\beta}_T)^T(A[x_1:T]/T)(\beta - \hat{\beta}_T) \leq \langle \eta, \beta - \hat{\beta}_T \rangle \leq \|\eta\|_\infty \|\beta - \hat{\beta}_T\|_1, \quad (26)
\]

where the last inequality comes from Hölder’s inequality.

Notice that \( A[x_1:T] = X^T X \), we can re-express the inequality above as

\[
\frac{1}{\sqrt{T}} \|Xe\|_2^2 \leq \|\eta\|_\infty \|e\|_1 = \|\eta\|_\infty (\|e_{J_0}\|_1 + \|e_{J_0^c}\|_1) \leq \frac{2}{1 - k} \|\eta\|_\infty \|e_{J_0}\|_1,
\]

where the last inequality comes from Lemma 2.

By (22) and the choice of \( k\lambda \), we get

\[
\|\eta\|_\infty \leq \frac{2\sqrt{2} A_3 \sigma_0^2(c_1 + 1)}{1 - \alpha_1} \log(2T) \sqrt{\frac{\log(2T)}{T}} = O((\log T)^{3/2}/T^{1/2}) .
\]

We complete the proof. \(\square\)

### C.2 Proof of Theorem 2

**Proof of Theorem 2.** By Proposition 2, to make \( \ell_2 \) error lower bounded by \( C_2 \) with probability greater than \( 1 - C_6 \), we need

\[
C_2 = \frac{1}{2} \exp \left\{ - \frac{C_3 T + C_4 \delta_0(T) \sum_{t=2}^T s(t) + C_5 \delta_0^2(T) \sum_{t=2}^T s^2(t) + \log 2}{C_6 s(T)} \right\} . \quad (27)
\]

Since \( s(t) \leq t \), we will have a decreasing (w.r.t \( t \)) lower bound at approximately exponential rate. Thus, without any condition, the naive bound will be tighter compared to the one we just derive if \( \sqrt{s(t)} \delta_0(t) \) goes to infinity. To make sure the lower bound \( C_2 \) we derive in (27) is of constant order, we need \( s(t) \) at least of order \( t \), i.e. condition (9). However, this makes \( \sum_{t=2}^T s^2(t) = \Theta(T^3) \) and we further need \( \delta_0(t) \) small enough when \( t \in \{1, \ldots, T_0\} \), i.e. condition (10).

**Proof of Proposition 2.** First, we find a large enough \( \varepsilon \)-packing by the following Lemma.
Lemma 5. Let \((V, \|\cdot\|)\) be a normed space. For \(\Theta \subset V \subset \mathbb{R}^d\), we have
\[
\left(\frac{1}{\varepsilon}\right)^d \frac{\text{vol}(\Theta)}{\text{vol}(B)} \leq N(\Theta, \|\cdot\|, \varepsilon) \leq \left(\frac{3}{\varepsilon}\right)^d \frac{\text{vol}(\Theta)}{\text{vol}(B)},
\]
where \(B\) is the unit norm ball and
\[
N(\Theta, \|\cdot\|, \varepsilon) = \max\{m : \exists \varepsilon\text{-packing of } \Theta \text{ of size } m\}
\]
is the packing number.

Recall that the coefficient vector space is \(\Theta_T = \{\beta : (\alpha_1, \mu) \in \mathcal{S}, \Delta \in \mathcal{B}\}\). Since \(\delta_s\) is constant, \(\Theta_T\) will have a constant order volume, even though \(\delta_0\) can be very small. Thus, by Lemma 5 we can find an \(\varepsilon\)-packing \(\mathcal{N} = \{\beta_1, \ldots, \beta_N\} \subset \Theta_T\) such that
\[
N \geq C_7 \left(\frac{1}{\varepsilon}\right)^{s},
\]
where \(C_7\) is some positive constant.

Lemma 6. For any \(\varepsilon\)-packing \(\mathcal{N} = \{\beta_1, \ldots, \beta_N\} \subset \Theta_T\), if the random noise is normally distributed, then the upper bound on KL divergence between the joint distributions of \(x_{1:T}\) generated by (5) with coefficient chosen from \(\mathcal{N}\) is
\[
\max_{i,j \in [N]} KL(p_{\beta_i} \| p_{\beta_j}) \leq C_3 T + C_4 \delta_0(T) \sum_{t=2}^{T} s(t) + C_5 \delta_0^2(T) \sum_{t=2}^{T} s^2(t),
\]
where \(p_{\beta}\) is joint probability density function (p.d.f.) of \(x_{1:T}\) generated by (5) with coefficient \(\beta\) and \(C_3, C_4\) and \(C_5\) are some positive constants dependent on \(\delta_s\).

Lemma 7 (Fano’s inequality). Let \(\mathcal{P} = \{P_1, \ldots, P_N\}\). For any random variable \(Z\) taking values in \([N]\), we have
\[
\frac{1}{N} \sum_{i=1}^{N} P_i(Z \neq i) \geq 1 - \frac{\frac{1}{N^2} \sum_{i,j \in [N]} KL(P_i \| P_j) + \log 2}{\log N},
\]
where \(KL(\cdot\|\cdot)\) is the Kullback–Leibler (KL) divergence.

By Fano’s inequality (29), we have for any r.v. \(Z\)
\[
\frac{1}{N} \sum_{i=1}^{N} \text{pr}_{\beta_i}(Z \neq i) \geq 1 - \frac{\max_{i,j \in [N]} KL(p_i \| p_j) + \log 2}{\log N}.
\]

For any estimator \(\tilde{\beta}_T\), define
\[
\tilde{\psi} = \psi(\tilde{\beta}_T) = \arg\min_{i \in [N]} \|\tilde{\beta}_T - \beta_i\|_2,
\]
(31)
which is the index for the element closest to \( \tilde{\beta}_T \) (in \( \ell_2 \) norm sense) in the \( \varepsilon \)-packing \( \mathcal{N} \).

Therefore, for any \( \hat{\psi} \neq i \), we have

\[
\|\tilde{\beta}_T - \beta_i\|_2 \geq \|\hat{\psi} - \beta_i\|_2 - \|\tilde{\beta}_T - \hat{\psi}\|_2 \geq \|\hat{\psi} - \beta_i\|_2 - \|\tilde{\beta}_T - \beta_i\|_2,
\]

where the last inequality comes from (31).

Re-arrange terms in the inequality above and we will have

\[
\|\tilde{\beta}_T - \beta_i\|_2 \geq \frac{1}{2} \|\hat{\psi} - \beta_i\|_2 \geq \frac{\varepsilon}{2},
\]

where the last inequality comes from the definition of \( \varepsilon \)-packing, i.e.

\[
\min_{i \neq j} \|\beta_i - \beta_j\|_2 > \varepsilon.
\]

This means when \( \beta = \beta_i \), event \( \{\hat{\psi} \neq i\} \) is subset of event \( \{\|\tilde{\beta}_T - \beta_i\|_2 \geq \varepsilon/2\} \). Therefore, we have

\[
\sup_{\beta \in \Theta_T} \Pr_\beta \left( \|\tilde{\beta}_T - \beta\|_2 \geq \varepsilon/2 \right) \geq \sup_{\beta \in \mathcal{N}} \Pr_\beta \left( \|\tilde{\beta}_T - \beta\|_2 \geq \varepsilon/2 \right)
\]

\[
\geq \max_{i \in [N]} \Pr_{\beta_i} (\hat{\psi} \neq i) \geq \frac{1}{N} \sum_{i=1}^{N} \Pr_{\beta_i} (\hat{\psi} \neq i).
\]

Taking \( Z = \hat{\psi} \) and \( \varepsilon = 2C_2 \) in (12), by (28) and (30), we complete the proof. \( \square \)

**Proof of Lemma 6.** For \( x_{1:T} \) generated by (5) with \( \beta = (\alpha, \mu, \Delta_2, \ldots, \Delta_T)^T \), we can derive that

\[
x_t = \frac{1 - \alpha^t}{1 - \alpha} \mu + \sum_{i=2}^{t} \frac{1 - \alpha^{t+1-i}}{1 - \alpha} \Delta_i + \sum_{i=1}^{t} \alpha^{t-i} \varepsilon_i, \quad t = 1, \ldots, T,
\]

where for \( t = 1 \) the second term is zero. We further denote

\[
\tau(t) = \frac{1 - \alpha^t}{1 - \alpha} \mu + \sum_{i=2}^{t} \frac{1 - \alpha^{t+1-i}}{1 - \alpha} \Delta_i, \quad B(t) = \sum_{i=1}^{t} \alpha^{t-i} \varepsilon_i.
\]

Therefore, if the random noise in (5) is Gaussian, then the joint distribution for \( x_{1:T} \) will be \( N(\tau, \Sigma) \), where \( \tau = (\tau(1), \tau(2), \ldots, \tau(T))^T \), \( \Sigma = P_\alpha^T P_\alpha \) and

\[
P_\alpha = \begin{pmatrix}
\alpha^0 & \alpha^0 & \alpha^0 & \ldots \\
\alpha^1 & \alpha^1 & \alpha^0 & \ldots \\
\alpha^2 & \alpha^1 & \alpha^0 & \ldots \\
\vdots & \vdots & \vdots & \ddots \\
\alpha^{T-1} & \alpha^{T-2} & \ldots & \ldots & \alpha^0
\end{pmatrix}.
\]
By some simple algebra, we will obtain \( \det(\Sigma) = \det(P\alpha P^T_\alpha) = \det(P\alpha)^2 = 1 \) and

\[
\Sigma^{-1} = \begin{pmatrix}
\alpha^2 + 1 & -\alpha & & & \\
-\alpha & \alpha^2 + 1 & -\alpha & & \\
& -\alpha & \alpha^2 + 1 & -\alpha & \\
& & \ddots & \ddots & \ddots \\
& & & -\alpha & \alpha^2 + 1 & -\alpha \\
& & & & -\alpha & 1
\end{pmatrix}.
\]

Arbitrarily choose two distinct coefficients from \( \mathcal{N} \). Without loss of generality, we denote them to be \( \beta_i (= 1, 2) \). Given \( x_1 \), denote the joint p.d.f. of \( x_{1:T} \) generated by (5) with coefficient \( \beta \) by \( p(x_{1:T}|x_1; \beta) \). For simplicity, we denote \( p(x_{1:T}|x_1; \beta_i) = p_i \) for \( \beta_i \in \mathcal{N}, i = 1, \ldots, N \).

By the derivation above, \( p_i \) is joint p.d.f. of \( N(\tau_i, \Sigma_i) \). Then the KL divergence between these two \((T - 1)\)-dimensional multivariate Gaussian distributions is

\[
KL(N(\tau_1, \Sigma_1)||N(\tau_2, \Sigma_2)) = \int \log \frac{p_1(x)}{p_2(x)} p_1(x) dx
\]

\[
= \frac{1}{2} \left[ \log \frac{\Sigma_2}{\Sigma_1} - (x - \tau_1)^T \Sigma_1^{-1} (x - \tau_1) + (x - \tau_2)^T \Sigma_2^{-1} (x - \tau_2) \right] p_1(x) dx
\]

\[
= \frac{1}{2} \log \frac{\Sigma_2}{\Sigma_1} - \frac{1}{2} \text{tr} \left\{ E [(x - \tau_1) (x - \tau_1)^T] \Sigma_1^{-1} \right\} + \frac{1}{2} E \left[(x - \tau_2)^T \Sigma_2^{-1} (x - \tau_2) \right] \tag{33}
\]

\[
= \frac{1}{2} \log \frac{\Sigma_2}{\Sigma_1} - \frac{1}{2} \text{tr} \{ I_T \} + \frac{1}{2} \text{tr} \{ \Sigma_1 \} + \frac{1}{2} \text{tr} \{ \Sigma_2^{-1} \Sigma_1 \} + \frac{1}{2} \text{tr} \{ (\tau_2 - \tau_1)^T \Sigma_2^{-1} (\tau_2 - \tau_1) \}
\]

\[
= \frac{1}{2} \left[ \log \frac{\Sigma_2}{\Sigma_1} - T + \text{tr} \{ \Sigma_2^{-1} \Sigma_1 \} + \text{tr} \{ (\tau_2 - \tau_1)^T \Sigma_2^{-1} (\tau_2 - \tau_1) \} \right].
\]

Since \( \det(\Sigma_1) = \det(\Sigma_2) = 1 \), we have

\[
KL(p_1||p_2) = \frac{1}{2} \left[ \text{tr} \{ \Sigma_2^{-1} \Sigma_1 \} - T + \text{tr} \{ (\tau_2 - \tau_1)^T \Sigma_2^{-1} (\tau_2 - \tau_1) \} \right]. \tag{34}
\]

On one hand, by the explicit form of \( \Sigma_1 \) as well as \( \Sigma_2 \), we can derive that the explicit form of the diagonal elements of \( \Sigma_2^{-1} \Sigma_1 \). For \( i = 2, \ldots, T - 1, \) we have

\[
(\Sigma_2^{-1} \Sigma_1)_{i,i} = \sum_{k=1}^{T-1} (\Sigma_2^{-1})_{k,i} (\Sigma_1)_{k,i}
\]

\[
= -\alpha_2 \left( (\Sigma_1)_{i-1,i} + (\Sigma_1)_{i+1,i} \right) + (\alpha_2^2 + 1) (\Sigma_1)_{i,i}
\]

\[
= -\alpha_1 \alpha_2 \left( 2 \frac{1 - \alpha_1^2 i - 2}{1 - \alpha_1^2} + \alpha_1^{2i-2} \right) + (\alpha_2^2 + 1) \frac{1 - \alpha_1^2 i}{1 - \alpha_1^2}
\]

\[
\leq \frac{\alpha_2^2 + 2 |\alpha_1 \alpha_2| + 1}{1 - \alpha_1^2} \leq \frac{3 \delta_s^2 + 1}{1 - \delta_s^2}.
\]

Similarly, we can derive the expression for \( (\Sigma_2^{-1} \Sigma_1)_{1,1} \) and \( (\Sigma_2^{-1} \Sigma_1)_{T,T} \) and upper bound them by some constant. This means all diagonal elements are bounded uniformly by a
constant. Thus, we have
\[ \text{tr} \left\{ \Sigma_2^{-1} \Sigma_1 \right\} - T \leq (c_6 - 1)T, \]
where constant \( c_6 \) is the uniform upper bound the constant and we can show \( c_6 > 1 \).

On the other hand, for \( i = 1, 2 \), we have
\[
|\tau_i^{(t)}| = \left| \frac{1 - \alpha_i^{t-1}}{1 - \alpha_i} \mu_i + \sum_{j=2}^{t} \frac{1 - \alpha_i^{t-j}}{1 - \alpha_i} \Delta_{ij} \right| \leq \frac{\delta_s + s(t)\delta_0}{1 - \delta_s}.
\]

Therefore, we have
\[
|\tau_1 - \tau_2| \leq \frac{2}{1 - \delta_s} (\delta_s + s(1)\delta_0, \ldots, \delta_s + s(T)\delta_0)^T = \frac{2}{1 - \delta_s} (\delta_s \mathbf{1} + \delta_0 s_{1:T}),
\]
where \( \mathbf{1} \in \mathbb{R}^T \) is the vector of ones, \( s_{1:T} = (s(1), \ldots, s(T))^T \) and the inequality is pointwise.

Denote
\[
\tilde{\Sigma}_2^{-1} = \begin{pmatrix}
\alpha_2^2 + 1 & |\alpha_2| & |\alpha_2| & |\alpha_2| & |\alpha_2| & \cdots & |\alpha_2| & |\alpha_2| & 1
\end{pmatrix},
\]
we can get
\[
\left| (\tau_2 - \tau_1)^T \Sigma_2^{-1} (\tau_2 - \tau_1) \right| \leq |\tau_2 - \tau_1| \tilde{\Sigma}_2^{-1} |\tau_2 - \tau_1| = \left( \frac{2}{1 - \delta_s} \right)^2 \left( \delta_s^2 \mathbf{1}^T \tilde{\Sigma}_2^{-1} \mathbf{1} + 2 \delta_s \delta_0 \mathbf{1}^T \tilde{\Sigma}_2^{-1} s_{1:T} + \delta_0^2 s_{1:T}^T \tilde{\Sigma}_2^{-1} s_{1:T} \right).
\]

We can upper bound the last three terms above as follows (notice that \( s(1) = 0 \) :
\[
\mathbf{1}^T \tilde{\Sigma}_2^{-1} \mathbf{1} \leq \left( 1 + |\alpha_2|^2 \right) T;
\]
\[
\mathbf{1}^T \tilde{\Sigma}_2^{-1} s_{1:T} \leq \left( 1 + |\alpha_2|^2 \right) (s(2) + \cdots + s(T));
\]
\[
s_{1:T}^T \tilde{\Sigma}_2^{-1} s_{1:T} = \sum_{i=2}^{T} (|\alpha_2|(s(i) + s(i + 2)) + (\alpha_2^2 + 1)s(i + 1))s(i + 1)
\]
\[
\quad + (\alpha_2^2 + 1)s(2)^2 + |\alpha_2|(s(2)s(3) + s(T - 1)s(T)) + s(T)^2.
\]

By (34), (35) and last four inequalities, we prove Lemma 6.

D Additional experiments

D.1 Numerical simulation

We set \( \alpha_1 = 0.1, \sigma_0^2 = 0.1, \delta_0 = 0.1 \) and choose \( s \in \{20, 200, 1000\} \). For each \( s \), we plot \( \hat{\alpha}_1 \) and \( \delta \) selected by Ljung-Box test with respect to time \( T \). The result is in Figure 10.
Figure 10: Algorithmic behavior with respect to $T$. The red dashed line is the ground truth $\alpha_1 = 0.1$. From the second row, we can observe that the estimation error converges to a larger value with increasing $s$.

We have two main observations from Figure 10: (i) the estimate $\hat{\alpha}_1$ will converge to an $\varepsilon$-optimal solution, but cannot converge to the ground truth and (ii) for larger $||\Delta||_1$, which is equivalent to larger $s$ and $\delta_0$, the estimation error after convergence will grow larger. Apart from this, we can see the behavior of the estimation error are similar to that of the tuning parameter $\delta$ selected by Ljung-Box test — they converge at the same time. This validates our main theorem on the upper bound of the estimation error (8). We also try more experimental settings ($s \in \{1000, 2000, 3000\}$ and $\delta_0 \in \{0.05, 0.1\}$). We obtain similar results in Figure 11.

**Validation for a more general AR($p$) case.** Here, we take AR(2) as an example. We fix $\alpha_1 = 0.1, \sigma_0^2 = 0.1$ and $\delta_0 = 0.1$. We choose $s \in \{200, 1000, 2000, 3000\}$. Similarly, the dynamic background generating mechanism, estimation and parameter tuning procedure is the same as what we did in last section. We also apply Golden-section search (tolerance $\varepsilon$ is set to be 0.04) here. For each $s$, we plot the same algorithmic with respect to time $T$ in Figure 12.

We can see the results are similar to that of Figures 10 and 11. Similarly to the analysis above, we validate our theoretical findings for AR(2) case.

**Comparison with polynomial variant.** Apart from piecewise constant function class, polynomial is another highly expressive function class. Xu [2008] proposed to use $n$th order polynomials ($n$-poly) to approximate the unstructured dynamics in non-stationary autoregressive time series. Then the autoregressive coefficients and polynomial coefficients are estimated via ordinary least square (OLS). However, he did not give instructions on how to choose $n$ in practice. Here, we choose $n \in \{3, 5, 10\}$ and compare $n$-poly with our proposed methods under the setting: $\alpha_1 = 0.1, \sigma_0^2 = 0.1, s = 2000, \delta_0 = 0.05, ||\Delta||_1 = 24.9$. The results are plotted in Figure 13.

From the figure above, we can see that all three polynomial methods considered here do not yield accurate estimate for AR(1) series with highly unstructured dynamics. This is
Figure 11: In each column: the experimental settings, rate for sparse changes, one-step changes’ magnitude and their total variation are listed on the top and the rest of the experimental settings are the same with Figure 10; from top to the bottom, we plot $\hat{\alpha}_1$, logarithm of $\ell_2$ estimation error $\log |\alpha_1 - \hat{\alpha}_1|$ and logarithm of tuning parameter $\delta$ selected by Ljung-Box test with respect to $T$. In the fist column, the red dashed line is the ground truth $\alpha_1 = 0.1$. We can see that with increasing $s$ and $\delta_0$, the estimation accuracy becomes lower.

Figure 12: In each column: the experimental settings, rate for sparse changes, one-step changes’ magnitude and their total variation, are listed on the top; from top to the bottom, we plot $\hat{\alpha}_i$ ($i = 1, 2$), logarithm of $\ell_2$ estimation error $\log \sqrt{(\hat{\alpha}_1 - \alpha_1)^2 + (\hat{\alpha}_2 - \alpha_2)^2}$ and logarithm of tuning parameter $\delta$ selected by Ljung-Box test with respect to $T$. In the fist column, the blue and red dashed line correspond to the ground truth $\alpha_1 = 0.1$ and $\alpha_1 = 0.2$, respectively. We can see that with increasing $s$ and $\delta_0$, the estimation accuracy becomes lower, which is the same with AR(1) case.
We apply both transforms here. The transforms are performed by first subtracting \( \delta \times 1.1 \times \min \) residuals from the residual sequence (to make sure we obtain meaningful values after logarithm), and then applying cube root or logarithm transform to this sequence.

We perform the aforementioned hyperparameter tuning procedure in the proposed tuning procedure for original and transformed residuals. More precisely, the \( p \)-value in step 2.(ii) is obtained by applying Ljung-Box test on original, cube root and logarithm of residuals. For each method, we denote the selected hyperparameter \( \delta \) and the maximum of \( p \)-value to be

not surprising since polynomials are less expressive compared to piecewise constant function. Obviously, \( n \)-poly will perform better when the dynamics is smoother and more structured.

### D.2 Detailed estimation procedure in real data experiment

Here, we take subject 23 as an example to show why we choose to use logarithm transform in detail. First, we directly apply our proposed estimator on the RT sequence with hyperparameter selected by Ljung-Box test, as is detailed in proposed tuning procedure. Since we do not have the ground truth, we can only access the goodness-of-fit by assessing how close our residual sequence resembles white noise. We plot the histogram as well as the QQ-plot of the fitted residual sequence. These two plots are shown in the first row in Figure 14.

The histogram shows that the residuals are right-skewed — in fact this is true for nearly all subjects. Ljung–Box test is commonly used in autoregressive integrated moving average (ARIMA) modeling, which requires Gaussian random noise assumption, and clearly this assumption breaks in this study. Therefore, the \( p \)-value of Ljung-Box test directly applied to residual sequence may not be a reasonable metric for the goodness-of-fit, which undermines the validity of \( \delta \) selected by Ljung-Box test. Nevertheless, testing for remaining serial correlation in the residual sequence is the ultimate goal of applying Ljung-Box test. Thus, we can transform the residuals to more closely approximate a Gaussian distribution and then apply the Ljung-Box test on the transformed residuals to check for serial correlation.

For right-skewed data, the most commonly used transforms are cube root and logarithm. We apply both transforms here. The transforms are performed by first subtracting \( 1.1 \times \min \) residuals from the residual sequence (to make sure we obtain meaningful values after logarithm), and then applying cube root or logarithm transform to this sequence.

Figure 13: Comparison to \( n \)-poly due to Xu [2008] with \( n \in \{3, 5, 10\} \). The corresponding hyperparameters and AR(1) estimate are on the top of each column. We can see \( n \)-poly yields a very biased \( \hat{\alpha}_1 \) (even though 3-poly faithfully captures the dynamics).
Figure 14: Experimental results of applying our proposed estimator to subject 23 with hyperparameter $\delta_{\text{ori}}$ (top), $\delta_{\text{cr}}$ (middle) and $\delta_{\text{log}}$ (bottom). The first column plots raw observation (blue), fitted AR(1) model (red) and fitted dynamic background (yellow) with hyperparameter $\delta$ and estimated AR(1) coefficient $\hat{\alpha}_1$ on the top; the second and third column plot the histogram and quantile-quantile (QQ) plot of (original, cube root of and logarithm of) residuals (with $p_{\text{ori}}, p_{\text{cr}}, p_{\text{log}}$ on the top).
We illustrate all these three methods on subject 23 by plotting the fitted AR(1) model, fitted dynamic background, histogram and QQ-plot of the residual sequence in Figure 14.

Figure 14 shows that for subject 23 (i) from the first column, the first method clearly underfits the dynamic background; (ii) from the second column, the last histogram is much more symmetric and closely resembles p.d.f. of normal distribution; (iii) from the third column, the last method has larger $p$-value, indicating less serial correlation remained in residual sequence. This again shows that why we use $p$-value to select the hyperparameter — it is a easy-to-use metric which correctly indicates whether the dynamic background is fitted properly. Moreover, we see that the third method, i.e. using logarithm transform, is the best for subject 23. In fact, logarithm transform the best for almost all subjects in the sense that $p_{\text{log}}$ is the largest among $p_{\text{ori}}, p_{\text{cr}}, p_{\text{log}}$. We also observe that for those subjects that $p_{\text{log}}$ is not the largest, the tuning parameter $\delta$ selected by all three methods are the same. Therefore, we adopt logarithm transform in our real data experiment.